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1. INTRODUCTION

The objective of this research effort is to develop a predictive
numerical 2-D model which meets the following twenty-one criteria:

1. Realistically models the geometry and velocity distribution of
any stretching rod associated with state-of-the-art self-forging
fragments (SSF) and shaped-charge warheads.

2. Geometrically models any zero-obliquity target containing horizon-

tal or vertical layers, multiple materials, free surfaces and
possible air spaces.

3. Geometrically formulated so that the stretching rod and target
• .model can be readily extended to oblique impacts.

-. 4. Includes all thermal properties of any rod or non-chemically

* reactive target-material.

5. Equations-of-state which account for phase changes.

6. Compressible and viscous effects considered for fluids.

7. Elastic-viscoplastic constitutive equation used for solid
materials.

8. Strain-displacement relationship includes large rotations and
extensions.

9. Primary shocks are included in the model.

10. Time-dependent fracture criteria is used for solid and liquid
materials.

1i. Temperatures within the solid target and rod can be determined
if initial termperatures and convective film coefficients are

known.

12. Computation times should be less than 10 minutes for a 2-D
penetration process which involves 500 ws of penetration time.

13. Quantitative agreement with existing penetration and peneLration
vs. time data for shaped-charge jets.

14. Quantitative agreement with data for radial target response for

monolithic or layered metallic targets impacted by a stretching
rod.

15. Quantitative agreement with experimental phenomenon associated
with radial target influence on axial penetration.

7
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16. Qualitatively predicts experimental phenomenon associated with
"1particle" jets.

17. Qualitatively predicts experimental phenomenon associated with
confined columns.

18. Qualitatively predicts experimental phenomenon associated with
ejected material.

19. Qualitatively predicts experimental phenomenon associated with
heating of target material by a penetrating jet.

290. Qualitatively predicts experimental phenomenon associated with
the penetration of brittle hard materials.

21. Qualitatively predicts experimental phenomena associated with
the influence of lateral dimensions and confinement upon the
behavior of brittle hard materials.

This 2-D model is to be developed over a three-year time-span, and
this report presents the results of the effort for the first year.

Obviously, in order to meet the above criteria, one must insure that
the pertinent physical parameters are included in the model, and that the
laws of physics are included in a consistent manner. Therefore, this
work concentrated upon the establishment of a self-consistent set of
equations. However, independent and University sponsored research was
concerned with the review of state-of-the-art solution techniques used
in existing structural and hydrodynamic codes. Since this independent
research had a bearing on the development of the equations, the review
will be discussed first.

[I. OVERALL SOLUTION SCHEME

Recent publications involving non-linear dynamics of solids,1 the
2 -rnfr,3flow of solids during extrusion, numerical heat-rnf, and computational
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fluid-mechanics 4 show that the finite-element technique (mathematically
known as the Method of Weighted Residuals) can yield good approximations.
Most importantly, a "good" approximate solution can be obtained using a
relatively small number of judiciously selected "super elements." Also,
the problem appears to be well-posed if velocities and/or temperatures are
taken as the "essential" boundary conditions, with the stresses, pressure
and heat fluxes taken as the "natural" boundary conditions. Hence, these
ideas must be kept in mind during the establishment of the self-consistent
set of equations.

Figure 1 shows an assumed system associated with one particular region
of material. This region of material is similar to a moving control-volume
with a time-dependent shape and volume. The volume and shape changes due
to both boundary and internal conditions, and possible mass transfer across
its boundaries. Note that the applied boundary conditions can involve
velocity, and surface pressures (negative tractions) due to detonating
explosives. Figure 2 shows a schematic diagram of a region with a sub-

* - region undergoing a phase-transition due to the applied boundary conditions.
This phase-transition could be either a thermodynamic transition, e.g.,
solid to liquid via a melting region, or a polymorphic transition involving
the atomic structure of the solid material.6

Since the thermal-mechanical-failure properties of the material undergo
drastic changes due to either type of phase-transition, the author chose to
represent each phase-region of material as a "super-element" of the finite-
element approximation. Furthermore, any number of interacting super-
elements .-an be .ised to represent any particular problem of interest, i.e.,
a shaped-,.har e -et imracting a target, or a shaped-charge jet being

-. impactec t'y 3notker body.

Note t:.at ths usage of separate elements for each "phase" region can
cause the "rear ion' and "annihilation" of elements during the penetration
orocess. >Iathematically, this is included in all the conservation equations
via mass, momentum and energy transfer across the phase-boundary SpB joining
two different phase regions. Furthermore, prior to a phase-transition,
certain phase regions will belong to a "null-set," i.e., the physical size,
mass, momentum ana energy are identically zero. Numerically, because of the
finite time-steps, the initial zone of a new phase is mapped from the
solution at the previous time step, e.g., the geometric locations where
T>Tm. Because of certain discontinuities in volume, and endothermic or
ex:othermic entropy changes. a "refined" phase-zone may be required via an

. . iterative solution at that -articular time-step.

-4. J ake., FI.IJTE ELE .E.7 OMP'A:IVYAL 5LUC MECHANIS, Herisphere
, . ubrishi ., "ew York, 19d6.

H. VanViack, 7"!..E,:ALS FJR ENCINEERING, Cha-ers 6 and 6,-
,..WsleU ishina Jo., Reading, .ass., L982.

6-5i, 7htter . -nd

[r-...-zr
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The above process of creation and annihilation of elements (hereafter
referred to as the "C and A" process) is somewhat similar to the process
of "rezoning" used for highly distorted regions in Lagrangian hydrocodes
such as HEMP. However, in the C and A process, the mass, momentum and
energy of the annihilated material is mapped directly (within the accuracy
of the finite-element method) into the created material. Conversely, (to
the author's knowledge) the mass, momentum and energy of the highly
distorted regions are "lost" during a rezoning process.

It appears that the above C and A process using super-elements differs
considerably from current finite-element (hereafter denoted as FE) methods
concerned with contact and indentation problems (see review in reference 1).
Consequently, a few comments will be made concerning current FE methodology
and the proposed extension to the C and A process.

The most commonly used technique for solids involves the displacement
formulation which requires a semi-inverse method where the functional form
of the displacement solution. within the FE region is assumed a priori.
However in penetration problems, initial and/or interface velocities are
specified, certain velocities are known (usually zero at certain boundaries),
fluids can occur within the target and in many problems velocities are the

40 desired quantities. Therefore, the author chose to use a velocity formula-
tion* for the FE model. Because of the large amount of existing radio-
graphic and framing-camera data and various hydrodynamic code calculations,
I believe that good initial guesses on velocity distributions can be made.
Obviously, if a situation arises where no information exists or the initial
guesses prove to be "poor," any material region can be subdivided into
numerous interconnected subdomains i.e., more than one super-element. If
the solution technique is properly formulated, one should be able to
"converge" to a solution of the desired accuracy with respect to a pre-
selected measure of error. Hence the solution technique must contain a
consistent "convergence" criteria, and this is currently being studied via
independent and University-funded research.

As will be pointed out later, the Method of Weighted Residuals, as
implemented by the FE Method, involves the solution of a simultaneous set
of non-linear algebraic equations, whose degree of non-linearity depends
upon the magnitude of the deformations and the constitutive equation for the
material. The review indicated that the most popular method of solving this
set of equations is the following approach:

a. drop all non-linear terms and solve the simultaneous linear set
b. add the first non-linear term to the set of equations, in the

previous linear solution and then iterate until a certain
criteria of convergence is achieved

*Displacements are kinematically related to the velocities via a simple

time-integration over the velocity history.

12



c. add the next non-linear term to the set of equations and repeat

~step b

d. continue the above approach until all non-linear terms have
been accounted for.

The advantage of the above approach is that the addition of the non-
linear terms can be controlled by the user. Hence, numerical experiments
can be conducted to ascertain the importance of the various non-linear
contributions and those deemed of lower-order contributions can be "turned-
off" by the user. Therefore, the user can do a trade-off between accuracy
of solution and the amount of computer time it takes to achieve an approxi-
mate solution. It appears that nodal velocities are an appropriate measure
of error for usage in the above iteration-scheme, and this will be investi-
gated during the second year of research.

A disadvantage of the above FE method is that the iterative solution
of simultaneous equations is a slow process when there is a large number of
unknowns in the so-called bandwidth or wavefront. Furthermore, numerical

fluid-mechanics studies (see review in reference 4) have shown that, for the
same number of unknowns, it takes longer to solve a system of super-elements
(so-called quadratic or cubic elements) than a larger system of linear
elements (such as used in the EPIC and DYNA3D programs). Conversely,

. application of a few super-elements to solid mechanics problems 7,8 have
produced "quicker" solutions when the problem is properly formulated.' 9

Therefore, a system consisting of a few judiciously selected super-elements
should provide "quick" approximate solutions.

Historically, numerical solutions involving shaped-charge jet penetra-
tion necessitate a large number of zones or elements because of the small-
ness of the jet (order of mm) compared with the target thickness (hundreds
of mm). Furthermore, very large velocity-gradients occur in a small region

(order of the penetrator-diameter) around the moving penetrator/target
interface. This poses a dilemma in that our "few judiciously selected super-
elements" cannot a priori model this condition.

a..

It appears to the author that the following approach depicted in
Figures 3 through 7 offers a way around both the above dilemma, and for
implementing the C and A process. First, we recognize that the vast
majority of most targets undergo linear behavior in lateral regions which
are on the order of several hole diameters away from the path of the

- - penetrator. Hence, these outer regions could be modeled using a few super-

0. C. Zienkiewicz, THE FINITE ELEMENT METHOD 1W ENGINEERING SCIENCE,
Chapter 9, McGraw-Hill, London, 1971.

8. Segerlind, APPLIED FINITE ELEMENT ANALYSIS, Charters 14-16, John
Wiley & Sons, Inc., New York, 1976.

. Carey and J. T. Oden, FINITE ELEMENTS: A SECOND COURSE, Volume ii
,n the Texas Finite Element Series, Chapters i and 2, PrentIce-HaiZ, Inc.,
*.ew Jerse:4, 1983.
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elements on either side of the penetrator-path. Furthermore, the algebraic
equations are essentially linear for the FE unknowns within these regions.
Secondly, the "inner" region along the path of the penetrator is the only
region for the highly non-linear C and A process. Hence, the non-linear
formulation is applied only to this "inner" region. Thirdly, the inner
and outer regions communicate only via the matching of velocities,
tractions, temperature and heat-fluxes along the common interface (see
Figure 3). This matching must be done in an iterative fashion, but does
not have to be done at each time-step. Fourthly, the C and A process
progresses along the penetrator-path in some fashion with the penetrator/
target interface, and downstream material does not sense the penetration
process until an elastic or plastic stress-wave arrives (see Figure 4).
Figures 5 through 7 illustrate how inner super-elements become active, i.e.,
must be included in the simultaneous iterative solution, whereas other
inner super-elements become inactive,with the motion of the penetrator/
target interface. Note that this active/inactive process is exactly
analogous to the C and A process, and all iterative interfaces can be
analyzed by the same method.

Numerically, the above C and A process appears to offer several
advantages over current FE methodologies. First, a priori knowledge of
the initial location and material associated with each phantom super-
element allows the user to "turn-on" the appropriate non-linearities
within each element, which in general can differ from element to element.
This could permit a substantial savings in computational time.

Secondly, it is numerically faster to solve N sets of M number of
simultaneous equations associated with each super-element, than the N*M
simultaneous equations associated with all N super-elements. Since an
iterative solution must be obtained regardless of the number of simul-
taneous equations, minimal solution times should exist for certain choices
of N and M. Therefore, a trade-off should exist between the number of
preselected phantom super-elements and the number of nodes associated with
each super-element.

Thirdly, since the outer super-elements and each inner super-element
is analyzed or "processed" separately, considerably "faster" solutions are
possible by using computers with multiprocessors. For example, a co-
processor or a parallel processor could be used to run the inner and outer
regions, which "talk to each other" after a preselecced number of
iterations or time-steps. This may be extremely important in the near
tuture since the next generation of "super computers" are purported to be
based upon a large number of interconnected processors.

19
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III. DEVELOPMENT OF THE PHYSICAL MODEL

Now that the flavor of the 3lution scheme has been presented, we
can progress to the assumptions associated with the selected physical model.
The corresponding self-consistent set of equations must include the
conservation laws of physics and chemistry, the basic principals of
thermodynamics and materials science, and the basic postulates of con-
tinuum mechanics. Presently, the model will assume no chemical reactions
and hence chemical considerations will be neglected. Also, the model
neglects all electromagnetic forces and energy, contains no failure or
fracture criteria, nor any consideration of solution bifurcations, i.e.,
buckling phenomena is not considered explicitly.

As indicated in Figure 1, both the global inertial coordinate and the
attached local, fixed, coordinate systems are chosen to be rectangular
Cartesian coordinates. Hence, all the equations will be written and derived
with respect to these coordinates. Application to other types of coordin-
ate systems can be done using the rules of calculus transformations. Note

that, while the local coordinate system is attached to some material point
in the system which moves globally according to the position vector R(t),

the direction of the axes always corresponds to the direction of the global
axes.

Also attached to the material system is a curvilinear material

(so-called Lagrangian) coordinate system initially parallel to the
rectangular Cartesian system, but which deforms with the material. Fur-
thermore, each super-element has its own local coordinate system used for
calculations. After each calculation, the actual location of the total
material s:stem can be obtained bv mapping back to the inertial
coordinate system, and this yields the updated nodal locations. It
is this mapping to the actual location that permits one to observe any
possible penetrator/target interactions away from the frontal interface.

Using these coordinates and including the possibility of phase
transitions, conservation of mass yields the equation presented in
Appendix A. This equation is satisfied (within the accuracy of the mesh
or grid) by using the updated Lagrangian coordinates and the previously

discussed C and A approach.

In order to derive the remaining equations, we must decide on the
magnitude of the deformations that occur between time-steps. The usual
infinitesimal form of the conservation equations requires extremely
small time-steps for a penetration problem, i.e., on the order of

10 to 10 -" s. This would require a large amount of CPU time for .a FE
solution to a realistic problem. Therefore, since relatively large time-
steps (order of usec) are desirable, finite deformations are quite
possible between time-steps. Hence, large deformation theory will be

S 'l0 HEORY lF ELASTICITY, :r' -,.
* '. T (: ], Isr~eZ . .....r .+ ...z. s -
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utilized in the current model and introduces geometric sources of non-
linearity. However, the advantage of large deformation theory is that
the geometric deformations do not force one to use small time-steps in the
solution. Rather, the size of the time steps is dictated by either:
a. the time variation of the boundary conditions, or b. the user's

interest in short time behavior, i.e., "shock propagation."

Several assumptions must be introduced into the large deformation
theory in order to simplify the elemental form of the conservation
equations. These assumptions involve the size of the extensions and
shears that occur between the time steps. This size is assumed to be
finite but small compared to unity and one radian respectively. Note
that the theory considers material rotations which could be larger than
either the extensions or the shears. Previous hydrocode and experimental
observations indicate that a material "particle" can undergo considerably
large rotations at the target/penetrator interface region, and hence no

limitations* were applied to the material rotations. The author believes
that the extension and shear assumptions are not severely limiting

because, for a stretching rod, these assumptions apply as long as the
following two conditions** are satisfied:

Small extensions t << i
t OB

3/2

Small shears I+ At 1 At <<2
tOB tOB 3

where At = time-step size,

O = time of the calculation as measured from the jet-formation time.

Using the above assumptions, the linear momentum equation takes the
form given in Appendix B. The body force terms are written in the expanded
form since thii permits a visual interpretation of the various contrib-
utions, and is easier to write in FORTRAN. Also, the inertial (body)
forces includes all forms associated with rotational and translational
motion of the local coordinate system.

Note that, if the body forces or surface tractions are either uniform
or symmetrical with respect to the local coordinate system, a geometric
symmetry with respect to the same axis will yield a zero contribution for

*Rotationswoof the vectors are considered during time-steps, but their

magnitudes must be such that tanL,(t + At) - (t)] [w(t + At) - (t).

**These conditions stem from the assumption that the radial displacement

rate at the interface is of the same order as the rate of penetration.

Also it is assumed that the Cauchy stress is approximately equal to the

first Piola-Kirchhoff stress.
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the corresponding volume or surface integral. Also, many of the
volumetric integrals will yield geometric terms, cuch as the polar
moments of inertia, when the other integrands are constant over the
volume.

Appendix C gives the development of the three equations associated
with the conservation of angular momentum. Note that, whereas the point-
wise form of the angular momentum equations are identically satisfied when-

ever the linear momentum equations are satisfied, the weighted integral form
requires additional symmetry conditions. Therefore, these angular momentum

equations could be satisfied by either assuming_ that these symmetry
conditions are fulfilled by the deformation conditions, or, by solving for
the additional unknowns.

The last conservation equation involves energy and is developed in
Appendix D. Because of the assumed general behavior, this equation is
quite complex even though only one new variable (temperature) is introduced.

Furthermore, since stored thermal energy is required, some form of thermo-
dynamic equation-of-state (hereafter denoted as EOS) must be selected.

Since temperature is the critical variable in the C and A process, all
thermal-mechanical properties will be assumed to be known functions of

4 temperature T. Refere;ces 11-13 give some typical types of analytical

functions used for these properties.

Several new terms which appear in the energy equation are the strains

cij, the heat sources Q per unit mass, and tue ,.rlume fractions fp and f

Because of the possibility of large deformations, tae strain-displacement
(Ui, Uj, Uk) relationship is

1 U. ;U. ;U kauk1 Ui kU (1)
Iij = -( - - +  +X x .- + - I

S i i J

where i, j, k = 1, 2, 3 and repeated indices indicates summation. The heat
source term is associated with the latent heats corresponding to thermo-

dynamic and polymorphic phase-changes within the material. Most of these

latent heats can be obtained from solid-state reference books. The volume

S. K. Godunov, A. F. Demnchuk, N. S. Kozin and V. I. Mali, "7,,rr niaio

FrYu:as for ."ax.well Viscosity of Cervain Metals as a " S;.....
S ..rain 7ntensity and Temrerature," trans ace- -r 2 uh~rna-. -"'. "
Pri.6adnoi ,ekhaniki i Tekni.heskoi Fiziki ':974), 7'en:n zl- r
Corp., 1976.

-3. E. Duval2 and D. P. Dandekar, "Theoru of Eaua-ons of Save: -

?laszic E""ects II," USA 3al.listic .esearch ..rtres Cc.ra2r
.Vo. 106, " ,ay :3.

... ,OYNAMIS. , Arendices D and I', n Wt,&-. Z

inc., .... :or <, 4th Pr.ntnrn e, 7963.

.. -. . . .
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fractions fp and fe refer to the percentage of "plastic" work that is
irreversible and reversible, with many processes yielding fe of only a few
percent.A However, this small percentage may be important in some problems.

The two remaining items that must be selected are the specific forms
of the EQS, and the constitutive equation that relates stress aij to the
other variables.

A. Thermodynamic Equations of State

It appears that most hydrocodes use an explicit volume-dependent form
of the solid EOS, such as LASL's equation 14

P(p) = PH(p) + y p (Internal Energy - 1H) (2)

where
22P H(p) = cc-x/( - x(s-I)}

US = Shock Velocity = C + SU,

U = particle velocity = v,P
X = (&/J) - 1,

= Grneisen coefficient,

SI C C = Intercept of the U versus U data-line,
i 2(P/Qo)-SXi ' C

= density in the deformed state, P(p) = pressure,

3 I = reference density, S = slope of the U5 versus Up data-line.

Conversely, many of tne elastic-plastic codes use a Mie-Gruneisen or
Cristescu form 1 S which explicitly includes the influence of temperature,
i.e.,

P,T) = () + H0 (p,T) + HI(P)T (3)

1 C- . 4. .- , -'. - . ':" , .... ,
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where H0 (p,T) and H (p) depend upon the atomic model
1 6- 19 used to represent

the solid state.

Our EOS must include other phases, and presently there appears to be
two choices for multi-thermodynamic phase EOS: the Tillotson' interpolation
equation, or one of the various forms of the GA-\Yl' equation. Tillotson's

* equation is a two-phase equation based upon a Thomas-Fermi-Dirac atomic model
(five parameters) for a solid (condensed) state, and the vaporized (isentro-
pically expanded) material is represented by a two-parameter equation which
interpolates between the solid state and an ideal gas. GRAY is a three-
phase equation for metals based upon a variety of physical models and inter-
polation equations (see review in reference 19).

Neither the GRAY nor the Tillotson equations contain polymorphic phase-
changes.* (But the author believes that these changes can be included by
using a dual Hugoniot for P W, with a possible volume discontinuitv
between the dual Hugoniot relations.) Cristescu discusses this behavior in
reference 15, and some specific examples will be considered during the
research effort of the second year.

Since BRL personnel have used the GRAY equation, and have already
generated the critical thermodynamic constants associated with the liquid-

'* vapor, mixed-phase region for seventeen materials, 19 the author selected the
-. .GRAY form of the EOS. After reviewing the derivations contained in reference

19, it appears that there are two "implicit" assumptions contained within
the equations for the solid region. These assumptions are: a. the initial
temperature of the solid is considerably above the Debye temperature D , and

b. the energy depends only on the thermal and vblumetric stored energies.
Since TD could be well above room temperature (see discussion in reference
11) the first assumption is removed from the solid EOS by replacing the "3R

.'e 3ea, cnt and. Leygonie, "Va-oriza-ion o rant- af"er 5hock
4 ~ J h S m o I w (in7er a na , l n 71 3e I na .Loading, "Proceeding s o the Fi-'h 5, ...i4. (7,tin

Pasadena, Caifornia, ACR-184-, np 547-559, Aug'ust 17-21, 1970.
-so-, "?eval Equations of State for Hyerveocit j",act,"

* General Atomic Report GA-32,6, July 1962.

3. .o:.ce, "OPAY, A Three-Phase Eauation of Et ;e for Wetas, 'awrence
vermore Lbcracr'i, -U, ,"-- Sezcemb wr 197,.

i ~~;he 133A4 ia mc,: of .. .. .

Sechnzica,7 Re 5-CR- , Auaust 1980.
7."

The HEMP USER's MIAINUAL, Lawrence Livermore Laboratory report UCRL-51079
Rev. 1, Dec 1973, indicates a "five-part multiphase equation of state,"
which appears to be for possible polymorphic phase-changes since the

"phases" are determined onl by the range of the density chance X.

;0,
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terms by the more general expression f Tcv(T)dT/WA
0

where,

c (T) = Temperature-dependent coefficient of specific heat for T- TD

R' = Universal Gas Constant R/Molecular weight WA
Limit c (T) a 3R.
T - TD

The second assumption can be avoided by not using the Grfneisen-like
equation with parameter 7(T,V),* but rather by using the Hugoniot defini-
tions (Equations 5, 6, 7 and 9 in reference 19) with the above modified
solid EOS. Therefore, the solid EOS takes the following form,

T cv(T) dT G'T2

Es(T'p) = E0 1 (p) + E + +
s 1 OH o ~A 2

P s(Tp) = P H(p) [- Ys (V)X/2] + ys(V)p E01(o)

T c(T)dT 1

+ ys(V)o J$ -W Y GT 2

where

EOH assumed by the present author to be the linear elastic

T
bulk-behavior at TD, i.e., 3K(TD) fa(T)dT/p(TD),

0

K(TD) = elastic bulk-modulus coefficient,

a(T) = unidirectional coefficient of thermal expansion,

E (p) = Royce's approximation-function
01 2 C2 2} + ES2 Xo)

C(-X){ i + -X + T (1- AO)X2} + E (i+.X)
2(1-SX) 3 0 sS

o = Lattice constant,

E =E - E (T=0K, po),
OH S'
(reference 19 uses -TD 13*8.134*10-5+i5OG i'WA}),

It appears that this term is never used in reference 19, but merely

represents a formal correction term to a Grneisen-like EOS for a solid.

4,.
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G'= atomic-weight scaled electronic energy coefficient,

S2 Ne K R'/2Ef,

ge = WAG',

K Boltzmann's constant,

Ne number of free electrons,

Ef Fermi Energy,

26 (Ne po/WA) 2/3,

YsV linear volume-dependent Grineisen coefficient,

Ye  electronic gamma (reference 19 assumes ye = 2/3
whereas references 15 and 16 assume ye = 1).

With the above modified form of the solid EOS, we can use the remaining

GRAY phase-equations,

a. Two-Phase Melt Region

E (T,p) = E (T,p) + v{T- v(AT/2)} (AS'-O.143R')*m s

P (T,p) = P (T,p) + vXT p(AS'-0.143R')*m s m

where,

AS' = entropy of melting/WA9

v = {T-T (p)}/{T (o) - T s(P)j,

AT = T(p) - T s(P),

rm = (T s(p) + T (p)}/2,

T (P) = solidus temperature,
5

T (P) = liquidus temperature,

X = coefficient of the Lindemann Law,

= d(ln Tm) /d(ln p)

In reference 19, the AS and R terms appear without the "primes," but
the primed quantities are necessary for extrapolation to the
solid state, and because of the stated "scaled entropy of melting."

26
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b. Liquid-Phase Region

Ei(T,P) = Es(T,p) + Ts LS' + 0.143R' T/2

+ 3R' TM A(T),

.P(T,P) = Ps(T,p) + XTm pAS' + 3R', pTm A(T),

where,

A(T) lni(T/Tm) + 1} - (l+3)ln(l+F)

- 3{(T/Tm) - 11

3 fitting parameter for liquid specific heat; reference 19
uses 3 = 0.1.

c. Vapor-Phase Region

E (T,p) = Es(T,p) + 3R'T/2 - 2R'T 2p{(2-n) /(l-n) 3} dVb - avp,

dT

Pv(T,p) = R'Tp{(l+n+n 2-n3 )/(-i)3}- ayp2,

where,

n = b (T),

Vb = vapor-exclusion volume,

ay = coefficient of the attractive potential,

dVb/dT = -Vb/( 4 T).

Obviously, the above equations of state cannot be used until a large
amount of information is known about a material. Also reference 19 presents
a program for estimating the critical constants associated with the liquid-
vapor mixed-phase regions, and these constants are required in order to use
the previous equations for a general mixed-phase condition.

We now need to develop a constitutive equation which is applicable to
both solid and fluid behavior.

/.
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B. Constitutive Equation for "Hygrosteric" Materials

An excellent review of constitutive equations for "plastic" solid-
behavior is given in reference 15. However, irrespective 20 of the temper-
ature dependency of the material parameters, these equations do not take
the classical Newton-Cauchy-Poisson fluid-equation form

a = -pl + ,(tr A)I + 2 pf A (4)

where,

0 = stress tensor,

I = identity matrix,

p = hydrostatic pressure,

A = matrix with components A = /3x. + 3V /;X
*j 21

X,Pf = material parameters.

This poses a problem since we would like a constitutive equation
which continuously maps the material behavior between the solid and liquid
states. Nol12 1 discusses the concept of a "hygrosteric" material which can
take either solid or fluid-like behaviors. Depending upon the functional
assumptions, the hygrosteric constitutive equation for an isotropic
material can be written as a general function2 1 of the strain invariants
(II, 12 and 13), and various powers of (tr A). Any general function of
this form satisfies all the restrictive conditions 0 - 22 associated with
the mathematical consistency of continuum mechanics. Also, an acceptable
form of the constitutive equation involves the decomposition of stress

a into a volumetric component pl, and the so-called "extra" stresses S.

Of all the equatior.s2 3 that satisfy the above general forms, the
author selected the simplest, i.e.,

o0ij = {-P(T,p) + K(T)(/3-1)* - 3K(T)L(T)(T-TD)} 6ij + sij (5)

For small strains, (VT3-1)-eI1+c22+E33-ckk
z0
C. Truesdel, "Elasticity and Fluid Dynamics," J. Rational Ifechanics
and Analiysis, 1, 126-262, 1952, and Vol 2, 593-611, 1953.

21WalZter Noll," "On the Continuity of the Solid and Fluid States, " J.
Rational Mechanics and Analysis, 4, 3-81, 1955.

Water Noll, "A MathematicaZ Theory of the Mechanical Behavior

Continuous Media, " Archives RationaZ .-*ech. AnaZysis, 2, 198-226, 1955.
3C
"Proceedinas of the International Conference on Constitutive Laws .'r
Engineering Materials: Theory and Application, Tucson, Arizona,
Jan, :983.
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where the {...} terms refer to the total volumetric component, and P(T,p)
represents the EOS pressure component. Equation (5) passes in the limit
(T-+Tz(P)) to Equation (4) if the extra, or deviatoric, stresses sij depend

upon the velocity gradient Aij when T-TZ(p). This can be accomplished by
using a modification of Perzyna's constitutive equations for rate-sensitive
materials and Z4enkiewicz and co-workers used this approach in references
3 and 25.

Perzyna introduced a plasticity function V(F) which satisfies the
conditions

¢(F) 0 when F< 0

,(F) 0 when F> 0 (6)

where F - Prager's dynamic overstress-function

.Is ( )/K(T) - 1

(2) second invariant of the extra stress-tensor
5

ij iJ

K(T) ="yield stress"in simple shear.

Note that K(T) can also be a function of hydrostatic pressure, effective
(2)

deviatoric strain Ie =- eij eij,* and/or effective deviatoric strain-
(2)rate I. i .. ...e 2.j ij

Cristescu and Predeleanu1 5 manipulated Perzyna's equations into the
following form for loading conditions ({oij ij + t ;O/;T} > 0) and an

"elastic viscoplastic" body,

By definition, eij = c ij - 5ij (/13- 1)/3.

24p Perzyna, "The Constitutive Equation for Rate Sensitive Piastic

*.: ..aeriaLs," Quarterly ArpL. M ath., XX, No. 4, 321-322, '963.

- .enkiewicz, P. 2. Jain and E. Onate, "7ow O Sois :7'rz

7 r- nla and trusion: Some Aspects of Nuriericai Sci ,onc, , .

J. Sids St cruatures, 14, 15-30, 197?.
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sij (I + 6i )*G e.. if J (T)
s.* E)1 (71hi ij { ij

+{ j G T (e.j - ei E) (7)

+ ) (6 - i E)} if J > K(T)- ,+ eff (ij ij

where G = shear modulus,

J - {(1 + GT/G)sij - (I + 6 ij) GTe ij 2

E
eij E = s.I/(l + 6ij)NG,

eijE = values of eij satisfying J = K(T)

GT = strain-hardening shear modulus

and viscosity neff is a non-linear function of stress, strain, strain-

*rate and material properties. For unloading, the stresses must satisfy

the inequality (a. ... + T9i3/T < 0), whereas relaxation implies that
13ii

(ai ij + T-/3T = 0).

Equation (7) satisfies both the solid and fluid equations if the
effective viscosity is written (assuming a rule-of-mixtures) as,

SK(T) (F) ' (8)

where ff = volume fraction of fluid,

fs volume fraction of solid,

F = (r'/K)- I,

flf fluid-viscosity,2 6 which can be a function of temperature,

effective deviation strain I (2) and effective deviatoric£e

strain-rate I(2)e

Ss = solid-viscosity, which can be a function of temperature
and the strain-hardening function J,

Because of the strain ... definition, (1 + 6ij) appears instead of the

usual factor of 2. 13

L. Simkhovich, A. S. Romranov, and L. ?. ionochkina, ".aro?:- zi
S ~aiii9 o' a Generalized Nonlinear Yisco-Piastic 4ia *u.k raaten FZow," translated from khzhenero--i-zieshii .c a.,X:. ,S60-64, .993, Fenum Publiohing Corp., :84.
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limit K(T) 0,

T - T (P)

limit {f /(K(T)(F))} - 0

T - T(W

Note that the above second limit is satisfied for any of the non-linear
(F- F) functions proposed by Perzyna. Also, constitutive equation (7)

provides for both rate-independent and rate-dependent material behavior.
Hence, with an appropriate selection of material constants, 2 7 one should

be able to approximate both instantaneous and non-instantaneous wave-

propagation phenomena.'
5

Now that all the items contained within the energy equation have been

defined, we can proceed with the development of the numerical solution
scheme.

IV. DEVELOPMENT OF THE LINEAR MOMENTUM EQUATION FOR THE NUMERICAL SOLUTION

As previously discussed, we want to formulate the basic equations with
respect to the FE approximation. This approximation involves discretizing

- he geometry (spatial variables) to obtain a set of time-dependent equations,
and then solving this set using some other approximation.

A. Discretization of the Spatial Variables

In order to discretize the linear momentum equation (B.4) the previous
strain-displacement and constitutive equations must be introduced for their

corresponding terms. Furthermore, since the deviatoric behavior changes
when J>K(T)2 , two different sets of equations must be developed; one for

the elastic behavior and another for the fluid-type of behavior.

1. Elastic Behavior

The stress vectors [oi] can be written as the following for i = 1, 2
and 3 respectively,

Lz~] [D~[r]e9)

B. 3hushan and W. o' Weak Jhanes "as','o
Plastic and EZas i2-V'iscorzstc- So2ids with inJerfa.es, " Z1. J.
. 3.ao s Sr-:ures, :4, 39-61, 1973.
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1U21 (D yDIE[c] ..[I (10)

r0*[a2] = [Dy][t] -~o (11)

where p P(T,p) + 3K(T)a(T)(T-TD),

[D] [ X+ (+G) 0 0 0

E = roun 0 0 G 0 010+G 0A 0 0 01,

IDy 0 0 0 0 G01

S~[Z] =[0 00 0 0 GOCD z1* 0 0 0 0 G 0 .
X A (X+2G) 0 0 0

V Poisson's ratio,

E Young's modulus,

El =xx yy zz xy xz yz

Note that the modulus can be a function of strain, i.e., non-linear, as long
as there is no hysteresis upon unloading. Also, the bulk behavior Ve-K(T)

(Y'3-1) has been included into the first matrix-product of equations (9)
through (11).

Equation (1) can be written in matrix form as the following,

[E] = [L][U] + [NLU] /2 (12)

For anisotropic elastic behavior, these matrices can be rewritten in
terms of the elastic coefficients.
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where [L] = 3/3 0 0

I 0 ;/ y 0
I 0 0 '/3z

. / 3/93x 0'~ 3,3 /3x

L 0 ~~

T
[NLU] N - [NL]u])- ([NLX][U]-

([NLY][U])T ([NLY][U])
([NLZ][U])T ([NLZ][U])
([NLX][U])T ([NLY][U])
(CNLX]CU]) T ([NEE][U])

([NLY][U])T ([NLZ][U]) j

[NLX] = (3I~x) t'],
[NLY] = (3/3y) [I],

[NLZ] = ( 13z) [I,

[I] = 3x3 Identity matrix,

[U] = [u,v,w]T.

The last remaining step is to relate the displacements [U] to the
material velocities IV] using the kinematic relationship,

[u] = f,'V. (x,:,,:)- + g (t) dT + u0 (x,v,z)

i:V2 (xy,z,:) + gy(7)}dT + vo(x,v,z)
to,

J t{V3(x,y,z,T) + gz(T)}d7 + w 0(x,y,z)

where V. = d, v, respectively for i 1, 2, 3 u0 , v0 and w0 represent

the initial deformation at time to and gx, gy and gz represent the time-

dependent motion associated with R(t) and w(t).

Using the above equations in the linear momentum equation (B.4), and

rearranging all the non-linear terms to the right-hand side of the e quation,

yields the following non-linear integral-differential equation,

O3W [D ]+ 5W [Dv + _L D--L [:.d o

7- 7y - z
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- ~pW £FB~dVol PfW ]V* dVol +JW [n]IST~dS
V S

+ f(I) (p I) (p dVol +Jw [V]P[-n[v~dS
v 3x 3Y 9z Sp(T)

-z [NL(K)] ,(14)

K=I

where NL (1) =fW [DJ[NLU] dVol,

V

NL(2) =/W EDYJ[NLUJ dVol,

V DY

%L(3) 3W_2 LD_ ][NLU] dVol,

V )

0NL (4) = _LID]LL]doL

V

y

NL (6) =f [A][D_ ] [L][Uj dVol,

V
NL(7) f -JAI(p 2W) (p WpS)]To,

NL(9)W)( 3WJaw dKLD]LLU do

NL(1O) ~ a 3J.W TA[][L] z

V

eqain (1) isa still3NLU imlcil olinaeas h rsuetr
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Based upon the above equation, the finite-element spatial discretization
is developed in Appendix E-1. We can now consider the fluid-type of behavior.

2. Fluid-Type Behavior

For this case, previous equations (12) and (13) are still valid, and
only the stress vectors [ail must be redefined. Furthermore, this definition

depends upon whether the material is undergoing loading, unloading, or
relaxation. For unloading, one forces the stress and strain to follow some

function of the elastic slope (usually the so-called initial tangent-modulus
Eo) up to some predefined set of stress and strains, after which the same

constitutive equations are used. Therefore, this can be readily handled by
-* the logic of the program and doesn't require a new set of equations. The

relaxation behavior is predicted by solving a specific differential equation,

and hence requires its own solution scheme. However, this scheme will not
be developed for the current project. Therefore, only the specific set of
equations associated with loading will be developed for the fluid-type of

behavior.

The corresponding stress vectors [ai] can be written as,

[al] = [GX]([e] - [eE])

+ ET~](~ -[E]) - (P+pe)] (15)

[02] = [GY]([e] - -e E])

+ [ETAY([e] -(P Pe)

[03] = [gz]([e] - [e[E])

0 (17)+ [ETAZ]([ _] _ [6E]1) - 0 PP)(7

where [C;X] (2T 0 0 0 0 01
[0 0 0 0 0 GT 0 0

L 0 0 0 GT 0

[;Y] .0 0 0 GT 0 01,

0 (2GT) 0 0 0 0

0 0 0 0 0 GT -
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(2Gw)0 0 G 02
0 0 0 0 0GT

:0: 0 (2GT )  0 0 0

[ETAX (2neff )0 0 0 0 0

0 0 0 0 0 0

0 0 (ef0 0
(2flff ~ e f j:f ef

0 0 0 0 0nyz]

40 0 0 02 lf 0 0 neff

[e xx' yy zz, xy exz,

E E E E E E T
el [e xx eyy, ezz, e xy, e xz, e

and E= [E .E .E .E .E E T
] [xx' eyy, e z, exy, exz, yz

E E

Note that the individual terms e.. and e.. are determined from the

previous definitions. ij 13

The deviatoric strain-rates e.. are related to the strain-rates £.

via,

]=: [ ] - [0 0 0 f f (18)

where f 1/3 /T3-I) and f = 3f/Dt. The term VT 3 is the determinant of the

matrix [A], and

[_] ( + ux) 0 0 0 )( U/Cy)(9u/3 z)

[A] 0 (l+;v/y) 0 + ()v/ x)( 0 )(3v/3z) (19)

0 0 (l+ qw/ a (w/3x)( W/Dv)( 0 )
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The time derivative of this determinant can be written as the following
determinant,

3V x , (20)

ax 3y 3z

;V 3V 3V
Y Y Y_
a x ay z

S z z z

ax ay az

where the order of differentiation was interchanged and equation (13) was
used for [U].

The strain-rate matrix[ ] is given by the following equation,

[]] = [L][v] + [NLU] (21)

* where [NLU] + v 3w V, =  [,2 ! x + - --v a + - - --
6x. 3x a3x xx ax

V vV V V +vaV y+-wVz2(yy _+ y Y w ) u ax + I-v . Y + 3-w z-u)
"i ;y Y Y ;y 3Y &z 3z ;zaz 3z 3z

V V V V V Vix" + ;u3_ i T~.t_ w ,;w i_.. _- + -- + -,Y _7V + _'_3Y+ a H + ' -V )
.x y 3x ;y ;x *y 5x  y 3x ay 3x y

V x V V V
+ Lx a x u+ L 2+ + v _V_ + z a-w +waz)

3x 3z 3x az ax 3z ax 3z 3x 3z ax 3z

3Vx + 2 Vx + V + V T
y az ay az ay z 3V az ay az 3y 3z

Now, using equations (15) through (21) in equation (B.4) and manipula-

ting terms yields the following equation,

3 aW [ETAX] + 3W [ETAY] + aW [ETAZ]) [L][V] dVol

a x 9y 3z

"J-w [FB] dVol -JpW [V] dVol +JW [n][ST] dS

V ST
* * + [((P+p ) oW ((P+Pe)2W)((P+Pe) W')I dVol

ax 3y ;z

fW [V] 0 ][V] dS.- (W [GX + 9W [GY] (22)
V ax ay
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+ Dw [Gzb)([L][U] - H] [eE]) dVol
az

+f W[ET-AX] + -W [ETAY] + 3W [ETAZ]) ([ E] + [H)dVol
OW 3

23
-Z [NLF(K)],

K=l

where NLF(l) 3W [oX][NLU] dVol,

NLF(2) -D W [GY][NLU] dVol,

NLF(3) =fw1 [GZ][NLU] dVol,

NLF(4) DW [ETAX][NLJ] dVol,

NLF(5) ~.3W [ETAY][NLI] dVol,

NLF(6) 9W [ETAZ][NLI dVol,

NLF('/) . W [A][GX]([L][U] - [H] -[eE]) dVol,

3x

*NLF(8) 3W [AW[GY][L[u] - [H] - Ee E] ) dVoI,

TLF (9) 3W [ ][Gz]([L][U] - [H] - [eE]) dVol,

V~l
NILF(1O) - [A][((P+Pe)3-W)((P+Pe)3-W)((P+Pe)3W) ]

T dol

v ax ay az

NLF(1A-1 [lW [n][ST] dS,
NLF12) 

- 3W[][GX][NLU] 
dVol,

)x

XLF(13) = ,2W [A][G;Y][NLU] dVol,

NLF(14) = 3W [XA][GZ-][NLU] dVol,
lz
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NLF(15) = W CA)[ETAX]([L][V] - [eE]) dVol,

V

NLF(16) =f W [A][ETAY](EL]V] - [E]) dVol,

V

NLF(17) =3W [A][ETAZ]([L][VI - [eE]) dVol,

NLF(18) = -j3W [A][ETAXI[H] dVol,

V x

NLF(19) - aW [A][ETAY][H] dVol,
V y

NLF(20) - 3W £A][ETAZ][H] dVol,

V

NLF(21) =f3W [][ETAX][NLU] dVol,

V a

NLF(22) - ;W [A][ETAYJ[NLU] dVol,

V

;LF(23) = 3 W CA][ETAZ][NLU] dVol,
3zV

H EDo 0 0 f f f]T,

and

S0 0 0 f f ]r.

It should be noted that, even if all the NLF matrices were zero, equation
(22) is still a non-linear differential equation since the effective
viscosity depends upon the unknowns IV] and T. Equation (19) is spatially
discretized in Appendix E-2.

B. Discretization of the Temporal Variable

The equations given in Appendix E represent a set of non-linear, first
order, differential equations (actually an integral-differential equation
for the elastic behavior) for the unknown material velocities [V]. Hence,
an additional approximation must be introduced in order to obtain a solution.
Numerous FE programs use finite-differences to obtain a discretization of
the temporal variable, with the explicit forward-differences being the most
common technique. A few programs use the implicit Crank-Nicolson (central
difference) scheme, which has second-order accuracy with respect to trunca-
tion errors in a linear problem. Baker 4 uses the Method of Weighted
Residuals (the FE method) and finds the approximate solutions to be as good,
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or better than, the solutions from the Crank-Nicolson method. A similar
observation was made in reference 28 based upon simple first and second
order equations. Therefore, the author decided to use the FE method for

the temporal discretization.

Depending upon the choice of the time-weighting function, a wide
variety of time-marching equations can be obtained, with some equations

yielding better approximations than others (see references 8 and 27). A
variety of final equations are presented in Appendix F, and during the
second year of research the author will attempt to ascertain which equations

yield the best approximation.

V. DEVELOPMENT OF THE ENERGY EQUATION
FOR THE NUMERICAL SOLUTION

.V The energy equation (D.4) must be rewritten in terms of the unknowns

LV and T by using the EOS, strain-displacement, and constitutive equations.

Furthermore, the equation takes different forms depending upon both the
thermodynamic phase and the deviatoric stress behavior, i.e., whether

*2 2
J< K(T) , or >K(T)

Hence, in order to spatially discretize equation (D.4), several new
terms must be explicitly developed. The first term involves the time
derivative of the thermal part of the EOS. This part can be written as
B(T) + BI(Td' 3 ) T + B2 (T,VT3 ) T 2 , where the B coefficients depend upon the

the thermodynamic phase of the material. Therefore, the time derivative

becomes,

S(thermal part of EOS) = dB 9T + 3B1 ;T T
at d~t aT at

+ 3BIC 3 T + B1 aT + _B aT T2  (23)
2-

atat _ at

+ aB 2 3T3 T2 + 2B2 T aT

tat
;V13 .

which has the general form of aI(T) + a2 (T) T.

--'". C. Zenkiewica and K. Morgan, FINITE ELEMENTS A1D '?P X-' -- ,
Chapter 7, John Wiey and Sons, inc., 2933.
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Another new term is the product [ ]T [a..] of strain-rate and stress.

ii
However, the strain-rate is discretized in Appendix E and this product can
be readily evaluated by using a slightly different form of equations (9) -
(11) and equations (15) - (17). Therefore, using equation (23) and the

same spatial and temporal discretizations as used in the linear momentum
equation, the energy equation can be fully discretized and this development

is presented in Appendix G.

1<
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VI SUMMARY

In order to develop a predictive 2-D model for penetration problems,
a self-consistent set of equations was developed. This set of equations
includes the concept of polymorphic and thermodynamic phase changes, and uses
a corrected BRL version of the GRAY three-phase equation-of-state. Since the
critical temperatures and pressures have already been established by the BRL
for 18 different metals, existing data and FORTRAN coding can be incorporated
into the new model. The polymorphic changes are incorporated via existing
Hugoniot data which exhibit volumetric discontinuity at various pressures.

In addition to the equations-of-state, the new model also considers
a constitutive equation involving both the scalar pressure (which is depend-
ent upon volume change and temperature) and a deviatoric stress. This
deviatoric stress contains both strain and strain-rate contributions with
temperature dependent material properties. Furthermore, this deviatoric
stress maps continuously between the solid and fluid (liquid and vapor)
states of the material. Also, the deviatoric stress depends upon the entire
history of the velocities, and hence the model could be applied to
temperature-dependent viscoelastic materials such as plastics.

Because of the thermodynamic phase-changes, the conservation of mass
equation is written in a global fashion to keep track of the mass contained
with the solid-liquid-vapor phases. Furthermore, mass can be convected out
of one phase into another and the corresponding momentum and energy fluxes
are considered in the conservation equations.

Since large extensions and rotations of material can readily occur
during a penetration process, the new model uses the strain-displacement
relationships which include the second-order terms. Also, the finite
deformation definition is used to represent volumetric changes within a
material. Lastly, to account for a possible reorientation of the stresses
during a time-step, the nonlinear forms of the linear and angular momentum
equations are used.

Since temperature is one of the essential unknowns, the energy equa-
tion is introduced along with the possibility of conductive, convective and
radiation heat fluxes, internal heat generation due to latent heat and
chemical reactions, internal kinetic and stored strain energies, work of
inertial forces and applied surface tractions, and internal irreversible
work. Note that generalized inertial forces are included in all of the
conservation equations so that problems involving bodies with translational
acceleration, and rotational velocities and accelerations, can be considered
for analysis.

The above resulting set of differential and integral-differential equa-
tions are extremely nonlinear and are coupled together. Even when applied
to the idealized problem of a stretching, one-dimensional shaped-charge jet,

the resulting set of equations cannot be directly integrated. Hence, the
author introduced an approximation by discretizing the equations in both
time and space. This discretization involved the method of weighted residu-
als using piecewise continuous weighting and trial functions. This converts
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the original nonlinear differential equations into a set of nonlinear
algebraic equations which must be evaluated at each time-step. This
incremental solution involves algebraic recursion relationships which depend
upon the assumed weighting and trial functions. A wide variety of recursion
relationships were derived and are presented in the appendices.

The beauty of this newly developed set of equations is that almost all
nonlinearities appear as separate entities within the equations. Hence, the
various nonlinear contributions may be successively "turned on" by either
the user or some sort of computer logic. Also, the user can specify regions
with different nonlinear contributions which the computer logic can bring
"in and out" for the analysis of the different regions. Furthermore, one,
two, and three dimensional contributions have been individually identified
along with their contribution to the order of the matrices. Therefore, the
2-D formulation can be readily updated to 3-D type of problems once the
appropriate functions and matrices are modified.

The last aspect of the new model is the "1creation and annihilation"
concept where the original geometric configuration is subdivided into a set
of super-elements, each of which are assumed to be quasi-independent. Each

* super-element can have its own degree of nonlinearity, with the vast majority
of the super-elements being governed by the fully linearized momentum and
energy equations. Furthermore, each super-element has its own set of
discretized equations which must be solved in an incremental (and possibly
iteratively) fashion subject to its boundary conditions. However, many of
these boundary conditions correspond to the common interface between various
super-elements. At these common interfaces, the velocities, tractions,
temperatures and heat-flux must match between the interconnected super-
elements. Therefore, these interface conditions must be matched via an
iterative fashion at certain time-steps during the time interval. However,
it appears that this iterative C and A process will yield an approximate
solution faster than current FE or hydrodynamic approaches.

43



ACKNOWLEDGEMENTS

The author wishes to acknowledge the non-government funded, quarter-
time release which was provided by the College of Engineering of Villanova
University. This additional release-time enabled the author to devote

considerably more effort towards this research project and contributed to
its success. Also, the author wishes to thank three graduate students,
Mr. M. Kangutkar, Mr. K. Raichur, and Mr. S. Tipparaju, who checked the
calculus and algebra in the derivation of many of the equations contained
within the appendices.

.i.

'4II

% 
44

4I.
6



LIST OF REFERENCES

1. J. T. Oden and G. F. Carey, FINITE ELEMENTS: SPECIAL PROBLEMS IN SOLID

MECHANICS, Volume V of the Texas Finite Element Series, Prentice-Hall

Inc., New Jersey, 1984.

2. 0. C. Zienkiewicz and P. N. Godbole, "Flow of Plastic and Visco-Plastic
Solids with Special Reference to Extrusion and Forming Processes," Int.

J. Num. Meth. Engr., 8, 3-16, 1974.

3. 0. C. Zienkiewicz and C. J. Parekh, "Transient Field Problems: Two-
Dimensional and Three-Dimensional Analysis by Isoparametric Finite

Elements," Int. J. of Numerical Methods Engr., 2, 61-71, 1970.

4. A. J. Baker, FINITE ELEMENT COMPUTATIONAL FLUID MECHANICS. Hemisphere

Publishing Corp., New York, 1983.

5. L. H. VanVlack, MATERIALS FOR ENGINEERING, Chapters 5 and 6, Addison-
Wesley Publishing Co., Reading, Mass., 1982.

6. Ibid, Chapters 2 and 11.

S7. 0. C. Zienkiewicz, THE FINITE ELEMENT METHOD IN ENGINEERING SCIENCE

Chapter 9, McGraw-Hill, London, 1971.

8. L. J. Segerlind, APPLIED FINITE ELEMENT ANALYSIS Chapters 14-16, John
Wiley & Sons, Inc., New York, 1976.

9. G. F. Carey and J. T. Oden, FINITE ELEMENTS: A SECOND COURSE, Volume II
in the Texas Finite Element Series, Chapters 1 and 2, Prentice-Hall, Inc.,
New Jersey, 1983.

10. V. V. Novozhilov, THEORY OF ELASTICITY pp 18-88, translation of Russian

book TEORIYA UPRUGOSTI (1958), Israel Program for Scientific Translation,
0TS61-11401, Jerusalem, 1961.

11. S. K. Godunov, A. F. Demchuk, N. S. Kozin and V. I. Mali, "Interpolation

Formulas for Maxwell Viscosity of Certain Metals as a Function of Shear-
Strain Intensity and Temperature," translated from Zhurnal Prikladnoi
Prikladnoi Mekhaniki i Teknicheskoi Fiziki (1974), Plenum Publishing

Corp., 1976.

12. G. E. Duvall and D. P. Dandekar, "Theory of Equations of State: Elastic-
Plastic Effects II," USA Ballistic Research Laboratories Contract Report
No. 106, May, ,973.

13. H. B. Callen, THERMODYNAMICS, Appendices D and E, John Wiley and Sons,

Inc., New York, 4th Printing, 1963.

14. F. H. Harlow and A. A. Amsden, FLUID MECHANICS, A LASL MONOGRAPH, Los
Alamos Scientific Laboratory, Report No. LA-4700, June, 1971.

45

I'



[.

15. N. Criscescu, DYNAMIC PLASTICITY, Chaps 8, 10, North-Holland Publishing
Co., John Wiley and Sons distributors, 1967.

16. J. de Beaumont and J. Leygonie, "Vaporization of Uranium after Shock

Loading," Proceedings of the Fifth Symposium (International) on
Detonation, Pasadena, California, ACR-184-, pp 547-558, August 18-21,

1970.

17. J. H. Tillotson, "Metal Equations of State for Hypervelocity Impact,"

General Atomic Report GA-3216, July 1962.

18. E. B. Royce, "GRAY, A Three-Phase Equation of State for Metals,"
Lawrence Livermore Laboratory, UCRL-51121, September 1971.

19. J. F. Lacetera, "BRLGRAY: The Ballistic Research Laboratory Version of
the GRAY Equation of State," U.S. ARRADCOM Ballistic Research Laboratory
Technical Report ARBRL-TR-02258, August 1980.

20. C. Truesdell, "Elasticity and Fluid Dynamics," J. Rational Mechanics
and Analysis, 1, 126-262, 1952, and Vol 2, 593-611, 1953.

21. Walter Noll, "On the Continuity of the Solid and Fluid States," J.

Rational Mechanics and Analysis, 4, 3-81, 1955.

22. Walter Noll, "A Mathematical Theory of the Mechanical Behavior of

Continuous Media," Archives Rational Mech. Analysis, 2, 198-226, 1958.

23. Proceedings of the International Conference on Constitutive Laws for

• -. Engineering Materials: Theory and Application, Tucson, Arizona,

January 1983.

24. P. Perzyna, "The Constitutive Equation for Rate Sensitive Plastic

Materials," Quarterly Appl. Math., XX, No. 4, 321-322, 1963.

25. 0. C. Zienkiewicz, P. C. Jain and E. Onate, "Flow of Solids During

Forming and Extrusion: Some Aspects of Numerical Solutions," Int.

J. Solids Structures, 14, 15-38, 1978.

26. S. L. Simkhovich, A. S. Romanov, and L. I. Ionochkina, "Hydrodynamic

Stability of a Generalized Nonlinear Visco-Plastic Fluid Under Planer" Gradient Flow," translated from Inzhenemo-Fizicheskii Zhurnl , 45, No. 1,
60-64, 1983, Plenum Publishing Corp., 1984.

-. 27. B. Bhushan and W. E. Jahsman, "Propagation of Weak Waves in Elastic-

Plastic and Elastic-Viscoplastic Solids with Interfaces," Int. J.

r.. Solids Structures, 14, 39-51, 1978.

28. 0. C. Zienkiewicz and K. Morgan, FINITE ELEMENTS AND APPROXIMATION,
Chapter 7, John Wiley and Sons, Inc., 1983.

46

4 . •. . . . . ..



29. B. A. Boley and J. H. Weiner, THEORY OF THERML STRESSES, Chapter 2,
John Wiley and Sons, Inc., 1960.

30. N. M. Newmark, "A Method for Computation of Structural Dynamics,"
Proc. Am. Soc. Civil Eng., 85, EMS, pp 67-94, 1959.

47

%6 -



LIST OF SYMBOLS

C (T) - coefficient of specific heat at constant volume,

dVol = elemental volume,

E = Young's modulus

E(T,P) = internal energy per unit mass,

e.. = ijth component of the deviatoric strain-tensor,Ij

FB = inertial body-force,

f =/3(/13-1),

f e volume fraction of reversible "plastic" work,~e

f f volume fraction of fluid material,
qf

fp = volume fraction of irreversible "plastic" work,

f = volume fraction of solid material,$

G = shear modulus,

G = strain-hardening shear modulus,

T

13 third strain-invariant of the e strain,

(2)
I = ij iij'

I - e eie ij ij

(2)

I s sij sij,

K yield stress in simple shear,

K thermal conductivity in the tZth principal material direction,
%QA

n outward unit-vector normal to a surface,

P(T,O) flEquation-of-state (EOS) pressure,

PH Hugoniot pressure,pH

p P(T,p) + 3K(T)a(T)(T-TD),
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Z.P= (T)(-i)

Q = heat source or sink per unit mass,

q = specified heat-flux across a surface,

R = global position vector with respect to inertial coordinates,

R' = Universal Gas Constant/Atomic weight,

r = Local position vector with respect to an attached rectangular
cartesian coordinate system,

S p(t) = surface separating two different material phases at time t,

S.. = ijth component of the "extra" or deviatoric stress-tensor,iJ

T = temperature K,

TD = Debye temperature,
STj(p) = liquidus temperature,

T (p) = solidus temperature,

t = time,

to = initial time,

U = shock velocity,s

U = particle velocity,P

V(j) = volume of the jth sub-domain at the start of a time-Otep,

th
V. = material velocity in the i direction,1

W = Spatial Weighting function,

WA = Atomic weight,

WT = temporal weighting function,

a(T) = unidirectional coefficient of thermal expansion,

AT = TZ(p) - T s(p),

At = time-step size,

..th
. = 13  component of the strain tensor,
43

ef f = effective material-viscosity,,
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<(T) = elastic bulk-modulus coefficient,

= Lame's constant,

= mass density,

..th
S.. = j component of the stress tensor,

T = time-variable,

T = dimensionless time-variable,

D(F) = Perzyna's plasticity function,

Q I. = rotational velocity about the ith axis of a coordinate system,

0. = angular acceleration about the ith axis,

w = rotational angle,

[ ... ] = a matrix with n-rows and m-columns.
9 nxm
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APPENDIX A

CONSERVATION OF MASS EQUATION
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Integrating over the volume V of any particular phase, and considering
possible phase-boundaries S the mass conservation equation can be written
as,

- v(t V(t) U(t)

0 0 p

where p = mass density,
dVol = elemental volume,

n = outward unit vector normal to the phase-boundary,

V = material velocity across the phase-boundary.

Note that the term inside the parentheses on the right hand side of the

equation (A.1) is the instantaneous mass-flux across the phase-boundary and
will be denoted as M (r). The total mass of the system is conserved and

p
can be written in the global sense as

M p dVol + v dVol + dVol (A.2)

SV (t) V (t) Vv(t)

where V (t) = volume of solid at time t,
S

Vz(t) = volume of liquid at time t,

Vv (t) = volume of vapor at time t,

.. P = solid density, and

- liquid density,

Pv = vapor density.
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APND I.,' B

CONSERVATION OF LINEAR MMENTLM EQ"UATIOX:S
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Based upon the assumptions discussed in the text, Novozhilov's linear
momentum equations can be written in the following elemental form,

([A] [aL i + [A.] [u2]j + [A i Fa ]k)

L i ~3::p (3.')

- PFB. = a _Vi + (Vio)* i=1,2,3
at at

where =a i + a + a k,

[Ai] row matrix Aqnriated with the ith row of [A],

LA] (1+au/ax) (au/ay) (au/az)]i: L (9v/9x) (l+av/3y) (3v/3z)
I' - j ' : :  (w/aox) (aw/ay) (1+3w/3z)

[.]- column matrix associated with ith

column of the stress matrix [a],

°"LG J -- xx GV ax
gzx

xy yy zx
a a

1 1 Lxz yz zz

u, v, w, = components of the displacement vector,

k. time derivative of the ith component of the global

* i. position-vector R,

FBi = ith component of the inertial body-forces per unit mass,

a.. = ijth component of stress,
-J

V. = u, v or w for i - 1, 2, 3 respectively.

Applying the method of weighted residuals, equation (B.1) is multi-
plied by some weighting function W(x,y,z), and the resulting equation is
integrated over the entire body, i.e.,

( V([Ai] ala7i +[A.] [a2]j + [Aif La3 ]k)dVol- fWF~ i dVol

V(t) V(t)

w avdVol - WV. (PVin i )dS,

V(t) at S (t)
S1,.., p

0 * Term added by the author to represent possible mass-change within the

elemental volume.
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where ni is the direction cosine for the ith spatial direction. The last
term represents the linear momentum flux across the phase boundary, and
corresponds to the (Viap/dt) term in equation (B.1) coupled with the con-
servation-of-mass equation in equation (A.1).

The first term in equation (B.2) has the form (f div u) which, from
calculus, equals (div (fu) - u-gradf), and the volume integral over div(fu)
can be replaced by a surface integral using the Gauss divergence theorem.
Using these facts yields the following weak-form of the weighted residuals,

-[Ai l0] i + [Ai] [ 2 ]J + [Ai] [ 3]k)'VWdVol

V(t)

+JJ([A ] [a]i + [A1] [a2 ]j + [Ai] [a3 ]k)'ndS (B.3)

...f-WFBidVol = p_ Vi dVol - V.(PV n.)dS
V(t) V(t) S (t)

p

where S represents the surfaces where surface tractions t.. are specified.

The above three equations can be written as a single matrix equation of
the following form,

- j%3W [oi] + aw 0 + awO 3 )dVol = jWrFB dVol

V(t) V(t)

+fW [V]dVol - f'([n] [ST] + [;] "n' [ST 1 )dS (B.4)

V(t) (t

+ f(;W [][j] + aW [A][a.,] + aw [T [a3 )dVol
j 3x 3y - z
V (t)

-" f p [V] [n] [V]dS

S (t)
p

'
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where [ "n

+yy

(ST] t + t + t

z tX yx ZX

L FOUI/ OUI3Y)3u/az)1(au/ax) (auly) ( u z)]

L( w/Dx) (w/ 3 y) (w/z)J ,

FBi (r - rj) + 2(j V - k VT) + R
Bik j~ k k k j x

- rj + Q r 2i 2 ri ,

= rotational velocity of local material coordinate system about
ith axis of the local fixed coordinate system,

= angular acceleration about the ith axis,

ri  = ith component (rx, r or rz ) of the local position vector r.

Note that the [A] term corresponds to finite rotation of the infini-
tesimal volume, and is usually assumed as zero. The first term in the body-
force FB expression is usually called the "linear-acceleration" body-force,

the second term is the "coriolis" body-force, the third term is the classical
d'Alembert body-force, and the last two terms are associated with the

"centripetal" body-force.

°.
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APPENDIX C

CONSERVATION OF ANGULAR MOMENTUM EQUATIONS
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The elemental form of the angular momentum equation is developed by
taking the cross product between the position vector R and the stress
vectors,and equating this to the time derivative of (Rx(mC)). Multiplying
these products by the weighting function, using the fact that .x-0, R=R+r,
and, R is independent of dVol, integration over the volume yields three
equations of the following form,

V(t)

- 7- ([A] [ola]I+[A] I Ca]J+[Aj- Jo] }dVol (C.1)

1 J (r Fkr F )dVol ; P(r V -r ,3V.)dVol

V(t) V(t)

minus the Weighted Angular Momentum Flux across phase boundaries,* plus one
vector equation of the form Rx left-hand-side minus right-hand-side of
equation (B.4). Therefore, when the linear momentum equation (B.4) is
satisfied, this vector equation is identically equal to zero.

Equation (C.1) can be rewritten using the calculus identity involving
fdivu = div(fu)-u-gradf, with f-Wr., and then using the Gauss divergence
theorem to yield, 1

I-P A C. [- +[,AkIL] [ A Fi ik).V (r W)dVol

V(t)

WrW([Ak] [oI]i +[Ak]] a j+ [ 3 i).idS

S(t)

r dVol - Wp3V dVol (C.2)

v(t) V(t)

" -- ([Aj] [a 1 ]i+[Aj] a2 ]J+[A ] [a 3 ]k)'7(rkW)dVol

(t)

+ rkW([Aj] ]Lj L+[A ok)-ndS

S(t)

°.r-- - k BjdV I f (r W d Vol +ith Component of Weighted Angular

' . -" ( t )V t M o m e n t u m f l u x = 0

*Note that this quantity corresponds to the weighted volume-integral of the
lrx(A+V+.1xr)Mp t terms.

65
,I



Comparison of the terms within each bracket of equation (C.2) with the
linear momentum equations (B.3) shows that each term corresponds to a linear
momentum equation whose integrand is multiplied by a component of the
position vector. Obviously, if the linear momentum equation is satisfied at
all points within the body, then equations of the form of equation (C.2)
are also satisfied. However, the linear momentum equations are only satis-
fied in an integral sense, and therefore the angular momentum equations will
be automatically satisfied only for certain special situations:

a. the linear momentum integrand is independent of the position
component r.

b. the linear momentum integrand is symmetrical with respect to the
position component r..

f)6
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APPENDIX D

CONSERVATION OF ENEG EQUATION

67



The conservation of energy is usually stated as the time-rate of change
of the internal energy being equal to the sum of the energy flux into the
system plus the time-rate of change of the heat added to the system and the
work done on the system. Based upon the assumptions mentioned in the text,

the components of the energy equation for an elemental mass can be written
as

3 (heat added) pQdVol - (k T n + k T n + k 3T n )dS+f T

3t .y z

(D.1)

__(work done) [STIT [n]T ([I) + []T){[ 7+ ]+[;x]}dS (D.2)
3t

(internal energy) = 3 (thermal energy)+f [ (D.3)
, 3t (itraldte ai

(+E( I ([ -][Vj+[]Tx ) (LR+[V]+[xr]) dVol

3t 2

In equation (D.1), the Q term is positive for an exothermic heat source
per unit mass, Fourier's Law is assumed to hold for conductive heat flow,
T represents the absolute temperature, 1.. is the time-rate of change of the13 I

ijth component of the strain, a.. is the ijth component of the stress, and

112
f is the volume fraction (0<_.f :_i) for non-elastic deformations. In

equation (D.2), is the rotational velocity-vector (Q11 2Q/o3K) and in

equation (D.3), f is the volume fraction (f +f =1) for elastic deformations.*e e p

Substituting the above definitions into the conservation of energy
equation, multiplying by a weighting function W, and integrating over the
entire spatial domain, yields the following equation,

fW { (thermal part of EOS) + feC ]T (ij] }dVol

v~3t
V~c

T weighted linear momentum Eq + [,T,- weighted angular momentum Eq

[T af 2 + +_p +03 W([F + [ +) F __-

a + ~~ BW~ -_;..ci _-

V
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L +W[ 3]}dVoI__f - VTW 1[n][ST] +CX]n][ST] dS

S (t)
[ai.1) dVol +f(k ;T n + k 3T n + k ;T n )dS
1] Xx x YYY Y Zz z

V(t) Sq (t)

W(internal energy) (pV')dS.
_f (t)

Note that the second and third terms in equation (D.4) are identically
zero when the weighted momentum equations are satisfied. The integrands of
the second and third integrals in equation (D.4) involve the linear momentum

. equation post-multiplied by [V]T, and the last integral represents the
internal energy flux and includes all the terms involving M . The surface
S refers to the surfaces with specified heat-fluxes. P

6o 7

I.-
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APPENDIX E

SPATIALLY DISCRETIZED LINEAR MOMENTUM EQUATION

71



In order to apply the C and A process to the linear momentum, we must
discretize the region into a sub-set of NR regions or superelements. The
unknown IV] within each of these regions is approximated by a piece-wise
continuous function of the form,

V Ix
Vi

L V J N 0 0 N 0 0 NNp 0 V ly

N1 0 0 N2 0 o* 0 0 NNP j z(.1L 0 N 0 0 N0 N 0 NN
N VNP

V~pz

where NP(j) = number of nodal points in the jth region,

V ik = the unknown value of the velocity at the ith node and
in the kth direction,

Ni  = an interpolation function in terms of the spatial
variables.

Hence, all the integrals in equations (14) and (22) become a sum of
integrals over each region. Note that the spatial variation of the velocity
is now explicity given by the interpolation function.

Next, the weighting function is assumed to be approximated by a similar
piece-wise continuous function, with a polynomial Ni(xy,z) associated with
each node. Since equation (14) must be satisfied for each discrete
weighting function Ni, one obtains a set of NP(j)*NDOF simultaneous
equations for each region, where NDOF refers to the spatial degrees-of-
freedom. Note that in a full F.E. approximation, the solution for all the
unknown nodal values (DOF*ZRNP(j)) must be solved simultaneously.

j=1

1. Elastic Behavior

The LLXLU] displacement matrix in equation (14) can be written as,
LL• [] tL1 [N] + HV. + f ()dtj

NFGXNDOF NDOFXMT MTx 1

(E.2)
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where HV. history of the velocity at the ith node up to time t,
1

t

U ° = initial nodal displacements at time to0

MT = NDOF" * NP(j),

Lt = size of the current time-step,

NFG = digit which depends upon the geometry of the problem being

solved.

Note that the only unknowns in equation (E.2) are the nodal velocities at

the current time-step (the initial nodal velocities must be specified at

time to).

The two remaining velocity terms are the [NLU] and FA' matrices which

can be t.;ritten as.

[yT -T 1C] V
.L = - G[CXJ 1 CX] [IV? (E.3)

[IV -T  [Cy]T [ Cy] [1iv]ZlV ]T [Cz]T [Cz7 [IV7
.-., . LCC LI]

j I LGX LY [Lvj

T
[LIV] T  [aX]T  CZI [IV]

[IV] T  [CY]T [CZ] [IV] 6xl

L

and LA] = 0 (UYIV) (UZIV) (E.4)

,VXIV) 0 (vzIV)

.-,LO-Miv) (W IV) 0

where [iV] = 0 +fV( T )drl
i ' j MTxI

: UX- 
= 
[3,N, 0 0 N__ 0 0 ... IN,, O0
3IL x x x lx:IT

FVX1=0 N 0 N 3N 0 ... 0 _p 0
).x ; 3

In equation (E.1), NDOF was set to a value of 3.
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[wx] = [00N O0N 2 ... 00921-p]
ax ax ax

[uZ] :_N1 00 22 00 ... N-O
Ji" z z Z

[VZ] = [0 3NI 00 32 0 ... 0 N 0]
m ?az az---z

[WZ]= [00 N 00 N ... 00 N ]

'A-: 3xMT

E LY]1

.-- uYiV [tuy] [iv],

and
L"W

WYIV [WY] [IV]. Note that NDOF was set equal to its maximum value of
3 in the above equations.

The remaining terms in equation (14) that must be spatially discretized
are those involving the weighting function W. Using the previously defined
interpolation functions, the terms involving the weighting function become
the following,

3W FD x = rCX] T -D (.5)-x- MTxNDOF x-NDGF\N.G'

T

"3. _W [Dv]=- CY] T ZDvZ, (.6)

3W [D] = z [cz] [D , (E.7)
3z

L L=NT [FBJNDOFx1 .8)
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w [] IN]T IN] [V]MT (E.9)

W [n][ST] = []T [n][ST] (E.10)

and ; IN] T [N][V] (E.11)

where['N]=FN 0 0 N 20 0 14N 0 0

00 NO 0 0 ... 0 NNP 0

0 N1 0 0 N2  0 0 N NP

Equations (E.1) through (E.11) are substituted into equation (14) to
give the following set of spatially discretized equations,

f([CX]T [D + [CY]T [D + [cz]T [D])[B] [IV]dVol

V(j)

=-p[N]T[FB]dVol - fP[N]r [N][V]dVol +

V(j) V(j)

f [NETInIST]ds + fp([UXIT+[VYIT+ [W Z ]T)li 3 dVol (E.12)

11.
SQj) VQj)

+ '-[N]T[N][]opn][N][V]ds - [NL (k)I,
Sp(j) ~

where,

[B] CL] FN'
[ L]NFGxNDOF [NJNDOF-MT

NL(1) = f [CX]T [Dx] [NLU] dVol,

V(j) J NFGx1

NL(2) - [cy]T [D ] 7NLU] dVol,
V(j)

NL(3) j . f [CZIT D z ] [NLU] dVol,
V(j)

NL(4) f f [CX] T  A] [D ] [B] [IV] dVol,
V(j)

NL(5) L L] [D Cy] T r D D [B] [IV] dVol,
vQj)
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NL(6) = f [cz] [A] EDy] [B] [IV] dVol,
f y

V(j)

NL(7) = -f [A] p ([UXIT + [VY] T + [WZ]T)

V(j)

NL(8) = -f [N]T [A] [n] EST] ds,

NL(9) = f[CX]T [A] [Dx] [NLU]dVol,

V(j)

NL(10) =f[CY]T [A] [Dy] [NLU] dVol,

V(j)

NL(11) =L[cz]T [A] EDz; [NLU] dVol,

V(j)

V(j) = Volume of the jth region,

and
S(j) = Surface area of the jth region with specified surface

tractions.

Once the volume and surface integrations are performed, Equation (E.12)
represents a set of non-linear, first-order, differential equations with
respect to the MT unknown nodal velocities [V]. Usually, the integrations
are done using the numerical method of Gaussian Quadrature, with the number
of integration points depending upon the interpolation function and the type
of problem.

0 2. Fluid-Type Behavior

In addition to the discretized matrices given in the previous section,
equation (22) involves several other velocity-dependent matrices. The most
complex is the strain-rate of equation (21) which involves a matrix of
products, with each product discretized to a series of matrix multiplica-

tions, i.e.,

NLU = (UVWX) (UVWY) (UVWZ) (UVWXY) (LVIXZ) (UVWYZ)I T ,  (E.13)
where

UVWX = 2 (UXIV) (UXV) + (VXIV) (VXV) + (WXIV) (WV)

• .uvwY -- 2 (uYIv) (uYv) + (vYIv) ( -tv) + (wYIv) (WYV),

UVWZ - 2 (UZIV) (UZV) + (VZIV) (VZV) + (WZIV) (WZV)

- UVwxY = (UXIV) (UYV) + (UXV) (UYIV) + (VXIV) (VYV) + (VXV) (vyIV) +
* (W IV) (N-YV) + (WXV) (wYIV),
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UVWXZ =(UXIV) (UZV) + (UXV) (UZTV) + (VXIV) (VZV) + (VXV) (VZIV) +
(WXIV) (wzv) + (WXV) (WZIV),

LVWYZ = (UYIV) (UZV) + (UYV) (uZIV) + (vyIV) (VZV) + (VYV) (VZIV) +-

(WYIV) (WZV) + (NYV) (WZIV),

UXV = [ux] [VI,

and

WzV = [wz] [V].
The remaining matrices are [H] and [H] which involve the velocity

implicitly through the VI, term. Using equations (19) and (E.4), and
3

previous matrix definitions, the following determinant is obtained,

,T3 = (1 + UXIV) (UYIV) (UZIV) . (E.14)
(VXIV) (1 + VYIV) (VzIV)l
(WXIV) (WYIV) (1 + WZIV)j

The time-derivative of this determinant can be written using equation
(20) as,

__ (LXV) (UYV) (UZV) .(E.15)

9t (VXV) (VYV) (VZV)
(WXV) (WYV) (WZV)I

Using the above discretized matrices, equation (22) can be written as
the follow set of equations,

(ILXICEAX +[C [ ETAY] L- [ETAZ])[BI][V]dVol

V(j)

- JP[N]T FB]dVol fJp[N ]T [N] [V]dVol +

VQj) V(j)

J[N]T [n] [ST]ds + J(+P) (UI+VI+[WtZ]T dVol (.6

SQj) V(j)

+J[N] T [N] [V] p [ L] N] [-v]ds

[JCX]T [Gx] + [CY]T [G]+[zT[z)(B][v

V~ j) [-Zl ([H] - EE])I

VQj) Et~E + H dVol

[HFF
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23
- E [NLF(k)].

k-, I

Note that in equation (E.16), the 6xl matrices [eE], [ E], [i] and [H]
involve array elements which are the matrix products of all the correspond-
ing MT nodal values. The twenty-three NLF terms are not rewritten here
since the forms are the same as before except with V- V(j), S+ S(j), and
equations (E.5) through (E.11) being substituted for the corresponding
terms.

4
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APPENDIX F

TEMPORALLY DISCRETIZED LINEAR MOMENTUM1. EQUATION
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In both equation (E.12) and equation (E.16), the spatial variables
have been integrated out, and the remaining unknowns are the MT nodal
velocities as some continuous function of time. The next approximation
is to replace the continuous time-behavior with a finite set of times for
determining the nodal velocities.

1. Elastic Behavior

Equation (E.12) can be written in the standard form as
11([KX]+".KY]+[KZ])EIV]- -CFB]+rFT] -[M_[V]+[P]+CMF][V]-Z [Nt(k) ], (F.1)

k=1
where,

[KX]- f[CX]T [Dx][B]dVol,
V(j)

[KY = f[cY]TED ][B]dVol,
V(j) Y

[KZ]= f[CZ] ED ][B]dVol,
V(j)

[FB]=fO [N]T [F B]dVol,
V(j)

[FT ] = f[N]T[N][ST]dS,
S(j)

[MIfp [N] T[N]dVol,
V(j)

[P]--fp ([ux]T+[IvyT+(WZ] dVol,

and, [,ffF]=f [N]T ([N][V][n]) [N]dS.

Sp(j)

We now assume a piecewise non-zero, time-dependent, weighting function
WT(t), and approximate the time-dependent nodal velocities, using the
following two equations, respectively.

N
WT(t)= t2 WT (t), (F.2)

nO n

and [V(t)] I=NTn(t) [V(n)],

where Nt is the total number of time-steps selected for a particular problem,
[V(ni)] represents the MT nodal velocities at the time tn ,and NT (t) is

n
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'

2 .. nterpolat; on u, t- ion for tho nth t-inc-ecWent. Note thaz the N ()

ctuntons are non-zero only over the nch rime-element. Substituting
equations (7.2) and (F.3) into equation (F.1) vields a set of N cut4ons
of :1e fo-oin; zorm,

f(I:-'I< ~.... "T (hdt =
rn

11

f -CVFB+-FT7+TKK - ..,L(k) 1.h.'T (t)dtl n

t k=l
S '; (t) dt) (n

t n

_(fL .,: (:)[N (t)dt)[V(n) ],

t s'

*;nerez = :oe-sman ovrwich the a wughin function is nan-ze2ro.

A wide variety of equations can be obtained from equation (V.4)
'apending upon the assumptions involving WT , NT and r Also, the terms

marie 'I~ n 4inside the spatiil malrices may change wichntime due to either changing
boudary conditions, or temperat5 re-dependent material properties. Since

the characteristic thermal time- can be several orders of magnitude less

than the characteristic mechanical time- tar impact problems, temperature-
.dependent material properties can be assumed constant during time steps

small in comparison to the characteristic thermal time. The boundary

conditions are usual>: matched by using sufficiently small rime-ste:s

n ssociat d with ex.plicit solution sche.,,cs. However, tor implicit schemes.
:hich use larger time-steps, one ma,,, want to either use some intercalation

scheme, or, to numerically integrate the time-inte,;rals.

The author has developed explicit forms for equation (V.4) by assuming
a quadratic interpolation function for all the spata! matrices. However,

o-h resulting form involves a large number of matrices which must be

numerically evaluated and stored. In retrospect, a faster method annears
to be using program and input Iogtc to flag certain boundary curCdtins

::hi0h ar y" ccnsi,, rablv over a time-s c m , and th en use Gaussi n " . ...at "r

29.

3.A. 3 Le- and J.H. Weiner, THEORY OF THER!At ESSES, a. ,.

ar3i Sons, Tc., 1960

A -. issian ovder N ilZZ exa>' intearate - a rciynsmic 7j S - 'r-' 1-
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to numerically integrate the corresponding time-integral. Hence, this

latter approach will be used in the current study.

Because of the desire for large time-steps, the author selected an
interoolation function for a quadratic time-element, i.e.,

:N ( [)IV(n)] = N (2n)EV(2n)] + N (2n+l)[V(2n+l)]+ N (2n+2)7-(2n+2)] (F.5)
t [, t t t L (n 2 .

where Nt (2n)

SN(2n+1) = I-E ,
t

N (2n+2) = T(I + T)/2,

T 2(t-tmiddle)/Atn'

At = time-step associated with the nth time-element,
n

_ . i .~ t e - t + A t / 2
• n n

77(2n)7 = nodal velocities at start of tine-;zteo,

-"(2n+7)]= nodal velocities at middle of time-step,

and,

[V(2n+2)] nodal velocities at the end of the time-step.

If we now assume that the nth weighting function is non-zero only over

the nth time-element, then ts  At n and the first term in equation (F.4)

can be rewritten as,

-([KX]+[KY ]+[KZ])[IV]WT (t)dt =

" t n-

_:i'["t n -n"jnT (t CKX_]+[KY]+[KZ])(E + At(L

/ (1r "dT[(2jl) ( i(+T )dt[N (2 j+2) ] JNT(t)17(n)idE r
____ -- dt.

' -.- I. -1 2 t"n-I

.. '-:-Substituting for the quadratic interpolation functions and N integrating,

. . equation (F.6) becomes the following equation.0..
*t

(1-, )d.N 2j" T'J
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fQ(KX] + [KY] + [Kz]) [IV] WT n(t)dr
t

s

1w- nt ([KX + [KY] + [KZ])dT {([UI(.7

f Wn 0 F7

-1

" Lt E L.t. (1 [V(2j)I + 4 [V(2j+I)] + 1 [V(2j+2)1}
T~j=1A at3

2 - - -n

+ A.t ([K(2n)] [V(2n)] + [K(2n+l)] [V(2n+l)] + [K(2n+2)] [V(2n+2)]),

1 2 3
where, [K(2n)] = f[KX] + [KY] + [KZ]) (5 +T 2 ) T (T)dT,

-1 1 4 6

13
[R(2n+l)] = f([KXI + [KY] + IKZ]) (2 + -f - WT n(tr)dT,

-3
[K(2ni2) f ([KX] + [KY] + [KZ]) (- + T + Tr ) WT (T)dT.

-124 n

Utilizing equations (F.5) and (F.7), equation (F.4) can be rewritten
as,

([K(2n)] + [MR(2n)I - [MF(2n)]) [V(2n)]

+([K(2n+1)] + [R(2n+1)] - [MI(2n+1)])[V(2n+1)]

* 4([k(2n+2)] + [M(2n+2)) - [MF(2n+2)]) [v(2n+2)] (F.8)

=-[TV] - [B] + [FT] + [P1 --Z [NLE(k)]I,
k= 1

where, [M(2n)] =-2 f[M] WT (-t)(1-2T) dtr,
n

A t
2 -
n
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.M(2n+l)J- -8 f[M]WT (r).d-',

At
2 -1
n

LM(2n+2)]= 2 r FMF]WT (F)(1+2T)dt,
2 -I

"Itn

[IR(2n) 1= -1 f[MF T)]WT n(-F) (-r(1--) }dT',
At -1

n
>:--1 _,,

[,(2n+l)]= 2 f[MF()]WTn() (l-r)dr,
At -1

n

,[MF(2n+2)]= I f[MF(r) ]WTn (T) {( )1dt,
At -1

n

.  [--=f WT n (i)([KX]+[KY]+[KZ])dt*

2[U ] n-1 At.,

t 3
n j=l At 3

n

"' "+4[V(2j+1) ]+I[V(2j+2)])},
3 3

22F] f[FT]IWT ( 1d ,

n
n_

and,

[~L(k) ]= 2 NL(k) ]WTn (:)dT.

n -

In the above equation, [V(2n)] corresponds to the known nodal velocities

at the start of the time-step, and hence there are twice MT number of un-

knowns and equaions represented by equation (F.8). This is the disadvantage

of the quadratic time-element, and for large MT considerably more computer

time is required.

Equation (F.8) has been divided by the ratio (tn /2) to eliminate a

similar factor which appeared as the coefficient of the [K] matrices. Also,
PO._ the spatial matrices have been retained inside the time integrals so that, if

necessary, time dependent behavior can be numericallv integrated.
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The last step is to select the weighting functions WT n . In the
Galerkin approximation, one selects the weight function to be the same
function as used for the element-interpolation. This implies three
functions which yield three matrix equations that can be combined into a
single time-element. The single time-element is then combined with
successive quadratic time-elements which yields the recursion relationships
(see Chap. 17 of reference 8). The disadvantage of this approach is that
a series of simultaneous equations must be solved at each time-step. To
the author's knowledge commercial FE programs use recursion relationships
which assume only a single weighting function that is non-zero over a
single-time element. Furthermore, most programs use linear time-elements
which yield the familiar forward difference, central difference and back-
ward difference type of equations.

If the weighting function weights over more than one time-step, and
a linear time-element is assumed, then higher level schemes, such as
Houbolt's Method,* are obtained. The advantage of the higher level scheme
over the quadratic time-element is that there are only MT unknowns per time-
step. However, it appears that the number of stored matrices for the three-
level scheme is about the same as that for the quadratic time-element.
Therefore, computational speed involves a trade-off between more storage and

4 CPU time per time-step for the quadratic time-element versus fewer time-
steps required to solve a problem.

One should note that the usual displacement formulation of the linear
momentum equation involves a second-order equation in time, and a quadratic
time-element is used in many current FE programQ. The corresponding
recursion relationship is a three-level scheme7  with a variety of forms
similar to Newmark's general algorithm.3 0  Some FE programs use a four-

. level scheme, where there is still only MT unknowns, and special "starting"
*- algorithms must be used to determine the unknowns at the first three time-

* nodes.

In order to perform numerical experiments, the author assumed that the
spatial matrices of the left-hand-side of equation(F.8) are independent

'of time within a time-step, and equation (F.8) was rewritten in the

following form,

[A-[V(2n+2)]+[B][V(2n+l)]+[C]T[V(2n)1=[CF], n=0,1 ... NT (F.9)

See Swanson Analysis Systems, Inc. Thcoretical ManuaL for arvZication of
this method to a varity of FE programs, 2nd Ed, 1983
30 1. .Vewmark, "A Method for Computation of Structura Dynarics", Proc.
Am. Soc. CiviZ Eng., 85, EMS, pp. 67-94, 1959.
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where the [A],[Bl,[C] and [CF] matrices take different forms depending
upon the weighting function assumption.

When a single weighting function is assumed over the time-step,
equation (F.9) becomes the usual three-level scheme with the following
change of the indices: 2fiv-2-n+I, 2n+l-n, and 2n-n-1, with n=1, 2,...,NT.
Table F-I lists six weighting functions selected*by the author and the
corresponding matrix elements. Note that the [ME] terms have been
neglected ,F'K>KX7[KY+[KZ, and the [F] matrix re-resents the right-
hand-side of equation (F.8). All matrices are evaluated at the middle
of the time-step At.

When three weighting functions are assumed over the time-step
the following form of the weighted residuals is obtained for a single
quadratic time-element,

KII K12 K13 V(2n) K nF(2n)

K K K V(2n+l) K 2nF(2n+l) (F.10)' 21 K22 K23 2

K K3 K33 V(2n+2) K 3nF(2n+2)

where the K.. values are dependent upon the assumed weighting functions.
In this set'gf equations, the V(2n) are known (either the initial values,
or, from the previous time-step). Therefore, equation (F.1O) can be re-
written as

K(2n+l) FK2n F(2n+l)-K 2 1 V(2n)

K32 K 33 [(2n+2) K F(2n+2)-K 3 1 V(2n)] (F.11)

'2MTxI

As discussed earlier, this larger system of equations is justified
only if either a better approximation is obtained for the same CPU time,
or the same approximation is obtained with less CPU time than the single
weighting function approach.

In order to evaluate the above K.. coefficients, the author assumed

the following two sets:A. A true Galekin approximation using the second

through the fourth weighting functions given in Table F-1, and B. three
linear functions associated with the last two weighting functions given

in Table F-I.' The resulting K.. coefficients are given in Table F-2.
Again, the ZMF] terms have been neglected.

These are :ne sx-e :s those used in re'erence - 9o.

Scar .e a e "- T ze sta"r," . -"-r -* - ,'- '."-z_."t =- ..rac."".
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Table F-2 Coefficients for Equation (F.11)
Associated with Two Sets of
Weighting Functions

Coefficient Set A Set B

[1K(2n)]-2M2) 3[K(2n)]"+[M(2n)]7

90 3A 2  32t

K 2[K(2n+1)] [K(2n+l)]
22 6

K 3  -[K(2n+2)] + 2[M(2n+2)] -[LK(2n+2)]+FM(2n+2)]'
90 3At 2  192 2At 2

K 31 .1lK(2n)]-+[M(2n)] 43[K(2n)'+[M4(2n)]
31 0 3 Lt 2  480 6,

32 i[K(2n+1)]-4[M..n+l)] 31K(2n+1)J-4[M(2n+l)]
45 2 10 3A 2

33 FK(2n+2)]+ [M2nZ 1[(2n+2) FM2n+)
36At 2  480 6.At2

K2n 2/1ht 1/2,1t

K3  1/3At 1/2At
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2. Fluid-Type Behavior

As discussed in Appendix E, the most complicated matrix involves the
strain-rate matrix of equation (E.13). Inspection of this equation shows
that each array-element involves the velocity matrix [V]. Furthermore,
since each matrix product within the (UVW...) type of array-element
corresponds to a scalar, the (UXV) (UZIV) type of items can be rewritten
as (UZIV) (UXV), etc. Therefore, each array-element can be considered
as post multiplied by [V] and equation (E.13) can be rewritten as

[NL] = [UXYZ] IV]. (F.12)
6xMT

* where [UXYZ(I)] = 2 ((UXIV) [UX] + (VXIV) [VX] + (WXIV) [WX] },
IxMT

[uxYz(2)] = 2 {(UYIV) [uY] + (vYIV) [vY] + (WYIV) [wY] },

[UXYZ(3)] = 2 ((UZIV) [UZ] + (VZIV) [VZ] + (WZIV) [WZ] },

[UXYZ (4) ]= (UXIV) [UY ]+(UYIV) [UX]
+(VXIV) [vY]+(vYv) Cvx]
+(xAIV) [wy]+(wYIV) [x],

rUxYz(5 ) ]=(uxiv) [uz]+(uzrv) Fux]
+(VxTv) [vz]+(vzrv) [vx]
+(wxlv) [Wz]+(wztv) [wx],

[LXYZ (6) ]= (U fIV) [UZ]+(UZIV) [UY]
+(VYIV) [Vz]+(vziv) [vy]
+(wYiv)[Wz]+(wziv)[WY].

Multiplying equation (E.16) by the nth weighting function, substituting

equations (F.3), (F.5) and (F.12), integrating over time and rearranging
terms yields the following equation,

([KE(2n+2) ]+FG(2n+2)]+[M(2n+2)]-[M-F(2n+2)]+[KEN(2n+2)])

[V( 2n+2 ) + ( [K(2n+ [) ]+'a( 2n+l )]+[M( 2n+l )]-EF( 2n+l )

+[KEN(2n+)1) JV(?n+l) ±([KE(2n)]+[G(2n) ]+[M(2n)] (F.13)

-[M- (2n) 7+[KEN(2n) ]) [V(2n) ]=-[LV]-FBF]+[]

20
+[ PE-[GXYZI+[ETAXYZ ]- [NLF( k)]

k=L

k = 4,5,6
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-I

where [KE(2n)] I ([KEX] +[KEY] + KEZI) WT (T){-T(1-T ~T,
n

n

[KE(2n+l)I 2 f ([KEX] + [KEY] + [KEZ]) WT n(T)(1-T )dT,
nn

At -1
n

7[KEN(2n)] =1 f([KEXI + [KEY] + [KEZ) WT ()T()dT,1Tl
At -1

n

[KEN(2n) 2 1 f([KENX] + [KENY] + [KENZI) WT (t){-(1-t)}d,
At -1
n

[KEN(2n+1)] 1 f ([KENX] + [K ENY] [KENZ]) T (T(1) fdT
nn

At? -13

[KE(2n)]CX'J 5-- 1 - )W ([EX]+[KN] KNZ)WT(1+)
At 1

[G(2n)]=f[GXYZ](52+T3 )WT n(L)dT,
13

1- -3 -

[G(2n+1)]=f[GXYZ](2+- )W+ r~

-1 12 4 6

711
[Gv]=rW'r (t)[GXYZ]dT*j2[U0]

n-I
L t j9[(2)+4[V2j+1)]

i=l -t 3 3~. n

* ~-1[V(2j+2)7) I

and
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-~[PEI- 2 f{[PEX]+[PEY]+[PEZ]}WT n(T)dT,

n

T CYT T Edo T(~T
Ervv',= 2 [{EXIIT[GXI G]+(ZI(III

n

[ETAXYZI= 2 f[ETAXYZWT n(FT)d-T,
At -

n

[NLF(k)] =2 f [NLF(k)]WT n (f)df,
At -

TI

[KEX'=ftICX] [ETAX][B'JdVol,
VQj)

* - KEY]=f7LCY T [ETAY][B]dVol,

T
[KEZ]=f'cz [ET~kz][B~dVol,

V(j)

[KENVX]=![CX]l(([I]j+FA])[ETAX][UXYZ] [A] [ETAX] [BIldVol,

VQj)

[KENY]=frGYj {([I]+[A]I)EETAY][UXYZI [A](ETAYI[BldVol,
VQj)

[KENZ![CZ]T{[CI]+[X)ETAZ]CtJXYZ] + [A [ETAZ][B])dVol,

VQj)

[_PEX7=fr(p+p )[XT dVol,

VWj e

F T
F.PEY]=f(p+p )[UYJ dVol,

FPEZ]=Jf(p+pe)[UZI dVol,
VQj)

77T T T
XYL([. 4 [GX] +[GYI [GY] +[CZ] IGZ])LB~dVo1,

Q ()
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[ETAXYZ]=f([CX] T [ETAX]+[CY] T [ETAY]
Vj) +[cz]T[ETAZ])[ E ]dVol.

Note that the nonlinear terms NLF(k), k=4,5,6,21, 22and 23,
in equation (E.16) have been rearranged into the [KEN] terms of the above
equation. Also, equation (F.13) has exactly the sameform as equation
(F.8), except that the velocity coefficient-matrices[KE] and [KEN] depend

upon the unknown velocity. Hence, even if all the [NLF]matrices are
\ N neglected, equation (F.13) can only be solved via an iterative process.

For the special case of no strain-hardening i.e., [GXYZ]EO,
the [C] and [Gv] matrices are identically zero and equation (F.13) contains
a common At term which can be canceled out. The resulting equationn
corresponds to the familar first-order type of recursive equation.

Since the form of equation (F.13) is similar to equation (F.8),

the explicit equations for the same assumptions and specific weighting
function, or set of weighting functions, will be the same. Therefore, the

coefficient matrices given in Tables F-i and F-2 also apply to equation

* (F.13) if the [K] matrix is replaced by the[GXYZ matrix, and the[ -,
YKEN], and[ Rf-] matrices are neglected.

For the more general problems, the [K] matrix of Tables F-I and
F-2 must be replaced by three matrices corresponding to [G],[KE] and [KEN].
Using the same functions as previously for the elastic type of behavior,
Table F-3 and F-4 list the corresponding [A],[B] and [C] matrices for usage
in equation (F.9). Similarly, Tables F-5 and F-6 list the K..coefficients
for usage in equation (F.1I) when applied to fluid-type behav11or.
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Table F-3 Possible Weighting Functions and the
Corresponding MTxMT Matrices for
Fluid-Type Behavior and Equation (F.9)

Function: Constant 1

[A]= 1 ([KE]+[KEN])+[M]
6At 2

At

[B]l= 2 ([KE]-f{KEN])+[CXYZ]
3At 3

rC]= 1 (EKE]-4{KEN])+[2:gXZ]-[M]
66t 6 At2

Function: -T(1-tr)/2

[Al= -1([KE]+[KEN])-EGXYZ]-[M]

d ,At 60 At 2

[B]= 2 ([KE]+[KEN')+13[GXYZ]+ 4 [M]
5Lt 30At2

FC]= 4 (EKEI+[KENI)+[GXYZ]- 3 [MI
5Lt 12 2

A t

Function: (1-T-2

[A]= 1 ([KE]+[KEN])-[.GXYZ]+[M]j
106- 60 2

At

BI- 4 ([KE]+[KEN])+[GXYZ]
5At 3

Fc=I ([,KE,]+[KEN])+11[GXYZI-EMI
bOt 60 At2
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Table F-4 Possible Weighting Functions and the
corresponding MTxMT Matrices for Fluid-
Type Behavior and Equation (F.9)

Function: T (1+ ) /2

[A]= 4 ([KF]+[KEN])+[GXYZ]+3[M]
5At 12 At2

[BI= 2 ([KE]+[KEN])+II[GXYZ]-_ 4 [M]
SAt 15 2

At

[C]= -1 ([KF.]+[KEN])+11[GxYzJ+.- [MI
5At 60 A 2

Function: -Tr, t <t<t ;T, t <t<t
n-I- n n- n-U

[A]= I ([KE]+[KEN])+[GXYZ1 +L4~
4At At

[B]= 1 ([LKE:]+[KEN])+[GXYZ]
2Lt 3

CC]= 1 ([KE]+[KEN])+ 7iCXYZ]-_[M]
4at 48 t2

At

[B]= 1 (KE]+KEN])[GXYZ]+L

12At 16 A 2

66tAt
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Table F-5 Coefficients for Equation (F.11)
Associated with Set A of the
Weighting Functions

Coefficient

K 11 [G(2n)]I+ I ([KE(2n) ]+[ KEN(2n)])2 [M(2n)]
21 90 15,1t2

n hAt
n

K 2EG(2n+l)]+ 3 (EKE(2n+l)]+[KEN(2n+l)])
22 .1 J

n

K2 3  -[G(2n+2)]+ 1 (IKE(I2n+2)]+["KEN(2n+2)]) + 211M(2n+2)]
90 15Lt n 36 t 2

n

K 31 11'LG(2n)] - 1 -([KE(2n)]+[KEN(2n)]+[M(2n)]
31 180 15L nt 2

n

K l1FG(2n+1)7.+ 2 (FKE(2n+l)]+FKEN(2n+l)])-4M(2x+1)]
32 iS, t n36t 2

nn

K 33 [G(2n+2)]+ 4 ([KE(2n+2)]+[KEN(2n+2)])+ [M(2n+2)1
36 l5Ltn I2

2n n

K 2n 12(3At n)

K3n IOtn)

G(2n), G(2n+1), G(2n+2) [GXYZ] evaluated at times

t t and t repcily2n, 2n+1, 2n L2repcily
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Table F-6 Coefficients for Equation (F.11)
Associated with Set B of the
Weighting Functions

Coefficient

K 21 3[G(2n)]+ I ([KE(2nfl+[KEN(2n)])+[M(2n)]
21 32 246t 2

n

K 10(2n+1)]+ 5 ([KE(2n+.)]+[KEN(2n+1)])
22 - I

6 12 n

*K 23 -[G(2n+2)]+ 1 ([KE(2n+2)]+[KE\(2n+2)])+[M(2n+2)]
23192 246tt 2

n

K 43 G(2n) -I ([KE(2n)]+[KEN(2n)])+[M(2n)]7
31 480 24At 6A 2

n

K 32 3[G(2n+1)]+ 1 ([KE(2n+1)]+IIKEN(2n+1)])- 4 1IM(2n+1)]

TO4tn 3At2
n

K 13 [G(2n+2)]+ 7 ([LKE(2n+2)]'+EKEN(2n+2)])+ 7 CM(2n+2),,
480 24A t n66tt 2

n

K 1/(2At)
2n n

K I/(2At)
3n n
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APPENDIX G

SPATIALLY AND TEMPORALLY DISCRETIZED

ENERGY EQUATION
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.



The discretized linear momentum equation contains coefficients and
a pressure term which depend upon the temperature. The temperature
explicitly appears in the energy equation (D.4), and therefore, the
momentum and energy equations are coupled together. The fully discretized
velocity can be utilized directly in equation (D.4), and the temperature
is spatially discretized using the following approximation,

NR NPT(j)
T(x,y,z,t) -=Z Z NTE i(x,y,z ) T i( ) (G)

j=1 i1

NR
E [NTE] [T(t)]
j=1

where NTE = a trial function in terms of the spatial variables,

Ti(t)= the unknown value of the temperature at the ith node,

NPT(j)- number of temperature-nodal points in the jth region.

Equation (23) is spatially discretized by substituting equation (G.1)
to yield

4 D (thermal part of EOS) = {dB + aBI [NTEI[T]
t dT 9T

T T
+ B1 + 2B2 [TI [NTE] [NTE] [T) (G.2)

3T

+ 2B2 [NTE[TI}[NTEM[+( BI  3+ 0s2  _Vi3 3 [T]T [NTEJT)(NTEIT].

"3 3

The spatial gradients of the temperature are discretized into the
following forms

K 3T n + K DT n + K 3T n = (K n [TX]
xx-yy--y y zz- z xx x

+ K n [TY] + K nz[TZI) [T], (G.3)
Syy y zz

VW.(k 3T + k 3T + K 3T) = [BT] T [KT] [BT] [T], (G.4)
xx x  y zz-

where [TX] =[ NTE I ... 3 NTETNP],
:3x ax

[TY] = [aNTE1  . NTE TN],
ay ay

[TZ] - [_ NTE _ 3 TNP
3z az
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[BTI = [TX] [TY] [TZ]I T[ ]TNPx3

[KT] = [Kxx 0

0 KJ

0 0 K 9

The last term that must be discretized is the product involving the
strain-rate and stress. Using previously defined matrices, the strain-rate
matrix becomes,

,T =-T T -T [XIT.
I] = [V] [B] + [T] [Xyz]T. (G.5)

The stress matrix depends upon the condition of the material. For
elastic behavior, the stress matrix can be written as,

L [ C .. = [ i j ] I E -Ip ] IG 61 3NFGx1 NFGxNFG

where C.. = elastic compliances,*

[j xx ayy azza xy axz 
T

[p] = [p p p 0 0 0

when NFG equals six.

Therefore, the matrix product for elastic behavior is

[ ] [aij] = [V]T ([B]T + [UXYZ)T (G.7)

{[C .] ([B] [IV] + [NLU]) - [p]1.

For fluid-type of behavior, equations (15) through (17) are used to
yield the following stress matrix for loading behavior,

[a..] = [G] ([c] - E) + [ETA] ( - E) - (G.8)

where [C] = GT 2 1 []]6

*The previously defined matrices [D.], i=x,v,z, are for the szecial
case of an isotropic material.
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[ETA] = eff 2[0] [0]1neff L [01 [1] x

[T ] =[TPTPT 0T  '  PT p + Pep

when NFG equals six. The corresponding matrix product becomes,

(j[(*i = [V)T([B- T + [UXYZ]T ) [G]([B] [IV] + [NLU] - [eE])

+ [ETA]{([B] + [UXYZ]) [IV] - [E _ [prI. (G.9)

If we now assume that the weighted momentum equations are zero for the

discretized values of temperature and velocity, and the weighting function

equals the trial function, energy equation (D.4) can be written in the

following form for each region,

p{ /0 (al(T) + a2(T) [NTE] [T] + 3B2 [T] [NTE] [NTE] [T])

V(D )
[NTE]T [NTE]dVol}[i] + {/0(a3(T) + a4 (T) IT]

T

V(j)

[NTE]) [NTE]T [NTE]dVol +J[BT [KT] [BT]dVol +Jh [NTE]T [NTE]dS

V(j) Sb(J)

TT
" +a(T,T) [NTEJ [NTE[dS} [T] NTET qdS (G.10)

S (j) S Q)c a

.5' 1 T IT+ jp[NTE] QdVol + jWT. [NTE] dS

V) Sb (D

I T
f [NTE]' (Internal energy) (p[N] [V] C~dS

S(t)
p

T .5
J[NTEI a(T,T.) TdS + Z [FV(k)],

.-. .

".%



where a(T,T) a eFf a ([T] T[NTE]I [NTE] [T] + T )2 ([NTEI [TJ + T)

a I(T) =dB + B1,
dT

a 2(T) 22+31
3T

a (T) 3 B a 1 /F
-1 -3'

3

a- effective emissivity,

F =form factor,
f

a SB = Stephen-Boltzmann constant,

4 To = far-field environmental temperature,

h = effective film-coefficient,

S q = S a+ S b+ 5,

S a(j) = boundary of jth region which has a conductive flux q,

Sb() = boundary of jth region which has a convective flux,

S (j) =boundary of jth region which has a radiation-flux,
C

[FV(1)] =-fp[NTE] [ V] [NI]T [F B]dVol,
VQj)

T -T T
[FV(2)] = -fp[NTE] [VI [N] [VIdVol,

V(j)
-'[FV(3)] = f [NTE] T -VIT [JT n [Sd,

SOj)
T - T T-

[FV(4)] = ; NTE] [VI [N] [A] [n] [STIdS,
S(j)

T [ T c

UV(j) P e i

The flux q is either specified on an exterior boundary of the body, or
* evaluated from an adjacent region using equation (G.3). The product

*T
[t*i [a..] is given by either equation (G.7) or (G,.9) depending upon the
material~condition. The velocity variable is implicitly contained within

* the coefficients of the left-hand-side of equation (G.10), and explicitly
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contained within the right-hand-side matrices [FV(k)], k=l,...4. The
temperature variable is implicitly contained within the [FV(5)] matrix.

Note that the usual quasi-linearization* of the radiation term has been
used in equation (G.10). However, even without the radiation term, equation
(G.IO) is an extremely non-linear ordinary differential equation and must be
solved using some sort of iterative procedure, When the B and B2

contributions are ignored, then a1 (T) = cv, a2 (T) = a3 (T) = a4 (T) 0 and,

if there is no radiation, the left-hand-side of equation (G.0)takes the
more familiar form of pc [Ti] + [KT][T].

V

Excluding the implicit time-dependency of the a. (T) coefficients, the
left-hand-side of equation (G.1O)can be rewritten in the following form of
temperature-dependent spatial integrals times the time-dependent temperature,

L.H.S. C ([GO] + [CI] + [C2]) I] + ([KO] + [K1] + [K2] + [K3]

+ [K4]) [T], (G.11)

where

[CO] f pa (T) [CT]dVol,
* V(j)

[CI] I pa2 (T) bl(T) [CT]dVol,
Q V(j) 2

[C2] p DB, b2(T) [CT]dVol,
V(j) 2

[KO] f [BT] [KT] [BT]dVol,

V(j)

[KI] h f [CT]dS,

SSb(J)

[K21 f a(T,T.) [CT]dS,

S (jQ)S~c(J

[K3] = f pa3 (T) [CT]dVol,

V(j)

[K41 f pa4(T) b1 (T) [CT]dVol,

V(j)

T
"N' [CT] = [NTE]T [NTE],

T, NPT(j)
b I (T) = [NTE] = Z NTE.T.(t).

*4 4 2 2
(T -T,) = (T + T (T + T1) (T - T) a(T, Tw) (T -T
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Note that a mild nonlinearity is introduced by the [CO] and [K3] terms,
whereas, stronger nonlinearities are introduced respectively by the (Cl],
[K4], [C21 and [K2] terms. The volume and surface integrals cannot be
numerically evaluated until the temperature is known, and hence these
temperature-dependent spatial integrals can only be determined in some
iterative manner.

In order to discretize equation (G.10)with respect to time, equation
(G.10)is multiplied by a piecewise, non-zero, time-dependent weighting
function WTE(t) and a trial function is introduced to approximate the
temporal temperature behavior, i.e.,

NT
WTE(t) = Z WTE m(t), (G.12)

m--O

and
NT

(T(t)] z Z N [T(m)], (G.13)
m= te

where [T(m)] represents the TNP nodal temperatures at time tm, and Nte is

the time-dependent interpolation function for the temperature. Integrating
over the entire time interval of interest, and using equation (G.11), the
energy equation becomes the following set of nonlinear algebraic equations
for each time-step,

([C0] + [CI] + [C2]) WTE ( [Nd'te

fAt
t m

s

([KO] + [KI] + [K2] + [K3] + [K4]) WTE (T) [N ] d7} (G.14)
M te

t S
55

[T(m)] f {[q] + [c1 + [h] - [IE] + [RD] + Z [FV(k)]}WTE M(t)dt,
tk=1ms

where [q] - ( [NTE Tq dS,

S 0i)a

[Q] = !p[NTE] Q dVol,
V(j)

% T
[h] fh T. [NTE] dS,%(j)

T T
[IE] = I [NTE] (Internal energy) (p[N] [V].n) dS,

S (t)
p

[RD] f [NTE]T a(T,T.) T dS.
s (ji)

108

VZ



_ Note that-the [FV] terms include the time-dependent function
S[V--[N )] V(n)], which is explicitly given by equation (F.5). Also,

the time-step At for the thermal approximation could be larger than the At'm n

used in the velocity approximation, in which case the (VI term would involve
a sum of interpolation terms.

If a quadratic time-element is assumed for the temperature behavior,
then the algebraic equations take the form of equations (F.9) or (F.11).
Similarly, the coefficients are given by Tables F-3 through F-6, with the
[GXYZ] and [G] matrices omitted, all coefficients multiplied by At, and the
following substitutions made: ([KE] + [KEN])- [KT], and [M] [CT] where

[KT] B f([KO] + [KI] + [K21 + [K3] + [K4]) WTE (T) [N teI dT,
t| ts

[CT] f([C]O + [ClI + [C21) WTEm (7) [N te dI.
tt

For ballistic penetration problems, the temperature change between
time-steps might be realistically modeled using a linear variation. If
a single weighting function WTE (T) is assumed over the time interval, then

m
equation (G.14) becomes the classical "implicitness 9" equation (0<9<1) for
a first order equation, i.e.,

{ [CT(T n+)] + 9 [KT(T n+)]} Tn + -1 [C(T n+)] (G.15)
nn- nAtn n

+ (1-9) [KT(T n+)] }T n = F n+0,

where
T h n+ (1-9) T +9T-- n Tn+l '

F -(1-) -F +(F
n+9 n n+l'

and which can be solved for T+I using a linear iteration.

Rather than the above linear iteration, Baker 4 uses a Newton-Raphson
iteration scheme of the following form,

, . . [ ) P ] P + l P
[j(Hn+0 [6Tn 1  = - [Hn+1] , (G.16)

where P4-1 P P+I
T [n+11 T [n+11 + [6 n+1  ,

I + P  ]P

[H n+1 = [CTn+I, { [T 1n+ ] P  -T 11 + 9 1 T [Tn+ + (1-9)

at

[KT nI T n + 9 [F n+1 + (1-) [FnI,
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[J(Hn+)]P - H]/D[T],

- +CT +KTF] +f I [CT] + Ga[KTI- [T 1 I P+ a[F].
$ ~~ICI " nTYi Yn+i T'-

During the second year of this research, several first order,
non-linear, equations will be evaluated using a variety of the above
techniques, and several of the most promising techniques will be selected.
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